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Abstract

This guide provides overview information about Microsoft® Windows® 2000 Advanced Server and Datacenter Server, high-end versions of the next release of the Windows NT® Server operating system that will offer major enhancements in the areas of scalability, availability and manageability.

For the latest information on Microsoft Windows 2000 Server, visit http://www.microsoft.com/windows/server/
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Introduction

Windows 2000 Server Family

The Windows® 2000 Server family of operating systems are the next generation of the Windows NT® Server series of operating systems. In addition to providing a comprehensive Internet and applications platform, Windows 2000 Server builds on the strengths of Windows NT Server 4.0 by delivering increased reliability, availability, and scalability with end-to-end management. Together these capabilities significantly reduce IT costs and enable a new generation of business solutions that help organizations realize real competitive advantage.

The Windows 2000 Server family consists of three editions: Standard, Advanced, and Datacenter. The Standard edition is expected to be the most popular version for small to medium-sized businesses for workgroup and department servers.  Windows 2000 Advanced Server is for line of business and e-business applications and more robust department servers, and Windows 2000 Datacenter Server is for enterprise organizations’ largest and most mission-critical Datacenter server systems including Internet Service Providers.

This document is a reference guide that provides an overview of the value customers will gain by using Windows 2000 Advanced Server and Datacenter Server in the enterprise as well as an overview of the new features and technology enhancements in these products. 

Enterprise Customer Requirements

Microsoft works closely with its customers to develop and ship products that meet their needs.  Windows 2000 Advanced Server and Datacenter Server incorporates over two years of customer feedback on Windows NT Server, Enterprise Edition 4.0 and addresses key customer issues such as:

· Running line of business and e-business applications faster and providing greater scalability

· High availability for mission critical computing

· Powerful management to reduce total cost of ownership

Running LOB & e-Business Applications Faster & Providing Greater Scalability

The Windows 2000 Server family offers better price/performance and costs significantly less to deploy and support than comparably priced mini and mainframe based systems.  Windows 2000 Advanced Server and Datacenter Server provide a best of breed platform for networking; building and deploying large-scale distributed applications; communications and web services.  This makes Windows 2000 the best platform for customers' largest and most mission-critical applications, including data warehousing, online transaction processing, messaging and E-commerce.  Windows 2000 Server also provides a consistent development environment between the client and the server, allowing customers to easily build applications for a single tier, and then deploy them flexibly in multiple tiers.  

High Availability for Mission Critical Computing

Windows 2000 Server provides higher levels of overall system uptime compared to Windows NT Server 4.0. In addition to enhancements to the core operating system that makes it intrinsically more reliable, the Advanced Server & Datacenter Server versions of Windows 2000 provide clustering and load balancing system services offering even higher levels of application and data availability as well as the ability to support larger user populations on either single, symmetric multiprocessing (SMP) servers or distributed, clustered servers.  

Powerful Management to Reduce Total Cost of Ownership

Windows 2000 Server helps administrators manage and secure their networks more easily from a central location, dramatically decreasing the total cost of ownership. It offers new and enhanced services, including the Active Directory service, enterprise-class distributed security services and the IntelliMirror set of technologies, which provide the foundation for simplifying management of servers, networks and Windows desktops.  Windows 2000 Advanced Server and Datacenter Server further lower the cost of ownership by making management of ‘clusters’ of servers with improved management tools, centralized policy-based management, and flexible administrative control options – including support for rolling upgrades.

Designed for Incremental Deployment

Organizations today face significant issues preparing their infrastructure for the Year 2000 and reducing their total cost of ownership. At the same time, they are looking to server operating systems to help address long term critical business needs and retire older servers.  Windows 2000 Server enables organizations to achieve higher business benefits in both the short and long term by making it easy to upgrade individual servers on an as-needed basis. 

The complete Windows 2000 Server family is architected for modular deployment to allow customers to take advantage of this new technology at their own pace. Whether customers are installing a new server, upgrading an existing server or switching from a competing platform, Windows 2000 Server will be the best choice for a number of scenarios:

· File servers

· Print servers

· Web servers

· Application servers

· Networking and communication servers 

· Infrastructure servers

Usage Scenarios 

Windows 2000 Server 

Windows 2000 Server provides enhanced functionality when used in the following scenarios: 

File Servers

· Find file shares easier by publishing in Active Directory. 

· Indexed file system can be setup to automatically index the contents of a file share making it easier for users to find a document based on its contents, while enforcing strong access security.

· Distributed file system makes it easier for organizations to deploy highly reliable files servers that span multiple file systems. 

· Dynamic Volume Management manages server storage without downtime.

· Hierarchical Storage Management automatically stores less-used files onto less expensive storage media. 

· Disk quotas control disk storage.

· Multi-protocol support provides file services for Novell, UNIX and Macintosh clients, as well as Windows clients.

· Files can be encrypted on the server, transparently providing strong protection when backed-up to tape.

Print Servers

· Query printers by location and other capabilities through the Active Directory. 

· Broad printer device and protocol support provides more choices.

· Improved user interface (UI) and administration lower total cost of ownership.

· Support for the Internet Printing Protocol allows users to print to print shares over the Internet.

Web Servers

· CPU throttling allows organizations to allocate CPU resources on a per site basis.

· Distributed authoring and versioning (WebDAV) allows users to easily publish, manage and share information over the Web. 

· Additional Wizards make it easier for administrators to set up and manage secure authentication and SSL security.

Application Servers

· Improved performance through access to up to 64 GB of memory
 and optimizations for SMP scaling.

· Higher availability is provided through clustering
 and auto-restart of failed services.

· Integrated, comprehensive applications services include components, scripting, transaction and queuing services to develop more scalable, reliable applications in less time.

· Enhanced Internet services make it easier to build applications that extend to the Web.

Networking and Communications Servers 

· More options for securing network traffic are provided through encryption and authentication.

· New user interface and connection manager means easier dial-up and VPN access for end users.

· Enhanced TCP/IP performance leverages high-bandwidth networks.

· Secure dynamic DNS provides easier network management while enhancing network security.

· Windows Quality of Service and Multicast forwarding allows for control over network bandwidth and guaranteed end-to-end, express delivery of information.

· Multimedia infrastructure enables convergence of voice, video and data networks.

Infrastructure Servers 

· Active Directory service allows for global management and integration with business applications.

· Distributed security services provide higher security in the enterprise, Internet and extranet. 

· Complete public-key infrastructure services for issuing and managing industry standard certificates.

· Windows management services provide a foundation for management solutions through centralized management console, enhanced instrumentation and custom scripting.

· IntelliMirror( management technologies provide for centralized management of users’ data, applications, desktop settings and operating system installation.

Windows 2000 Professional and Server Deployed Together

When you combine Windows 2000 Professional and Windows 2000 Server, the new management capabilities of Windows 2000 Server are designed to help reduce the burden and cost of administration. New manageability functionality includes:

Windows Management Services

· Common location and policy service (Active Directory).
· Unified access to instrumentation (Windows Management Instrumentation).
· Rich scripting support (Windows Scripting Host).
· Common management user interface (Microsoft Management Console).
Change and Configuration Management

· Standalone computer management.
· IntelliMirror: Centralized control of user data and settings and application installation, and remote operating system installation.
Windows 2000 Advanced Server 

Windows 2000 Server Advanced Server contains all the features and functionality of the standard version of Windows 2000 Server (listed on the previous page), plus features designed for larger, more mission-critical servers. 

Greater Scalability 

· Eight-way SMP server license provides the capability to run Windows 2000 Advanced Server on machines with up to 8 CPUs. 

· Support for larger physical memory space provides capacity for up to 8 GB application memory on Intel (PAE based) systems.

· Network Load Balancing (maximum 32 nodes).

Higher Availability 

· Server Clustering Services provide high-availability clusters on standard PC server hardware (maximum 2 nodes, per failover group).

Better Manageability

· Support for Rolling Upgrades on Server Clusters.
· Cluster Automation Server for developing cluster management applications.
· Backup and Replication APIs for backing up cluster resources.
· Job Object API that allows groups of processes to be managed and manipulated as a unit.
Windows 2000 Datacenter Server 

Windows 2000 Datacenter Server contains all the features and functionality of the Advanced Server version of Windows 2000 (listed above), plus features designed for ‘big iron’ single system architectures or distributed multi-node clusters.

Greater Scalability

· Thirty two-way SMP server license provides the capability to run Windows 2000 Datacenter Server on machines with up to 32 CPUs.

· Support for larger physical memory space provides capacity for up to 64 GB application memory on Intel (PAE based) systems.

· Winsock Direct for high-speed inter-process communications for system area networking (SAN).

High Availability

· Server Clustering Services provide high-availability clusters on standard PC server hardware (maximum 4 nodes, per failover group).

Better Manageability

· Process Control Manager to manage the allocation of critical server resources.
Together these features make Windows 2000 Advanced Server and Windows 2000 Datacenter Server the most highly available, scalable and manageable versions of Windows 2000 Server.
Key differences between the Windows 2000 Server family

	Feature
	Windows 2000 Server
	Windows 2000 Advanced Server
	Windows 2000 Datacenter Server

	Processor limit
	4
	8
	32

	Memory Support
	4 GB Intel


	8 GB Intel (PAE)

	64 GB Intel (PAE)

	Network Load Balancing
	No
	Yes (max 32 nodes)
	Yes (max 32 nodes)

	Server Clustering
	No
	Yes (max 2 nodes)
	Yes (max 4 

nodes)

	Job Object
	Job Object API
	Job Object API
	Process Control Manager

	WinSock Direct
	No
	No
	Yes

	Hardware Compatibility List
	Yes
	Yes
	Gold HCL


Evaluating Windows 2000 Advanced Server & Datacenter Server

The purpose of this guide is to help you learn about the new functionality included in Windows 2000 Advanced Server and Datacenter Server. The following sections explain in further detail the new features of the product, their benefits and what they enable customers to do.  To aid you in your evaluation of Windows 2000 Advanced Server and Datacenter Server, there is also a set of walk-through documents located on the Web at http://www.microsoft.com/windows/server/Deploy/default.asp
Microsoft encourages you to use these documents as aids to installing and using some of the important new features.

What’s new in Windows 2000 Advanced Server & Datacenter Server

Windows 2000 Advanced Server and Datacenter Server include all the new features of Windows 2000 Server, and in addition offer support for additional processors and enhanced memory as well as several forms of clustering. Enhanced memory and processor support means your server applications can run faster, providing better response for users on the network. 

Windows 2000 Advanced Server and Datacenter Server include three clustering technologies: Network Load Balancing clusters, Component Load Balancing clusters and Server Clusters. You can use these clustering technologies separately or combine them to provide scalability and high availability for network applications. They provide a complete clustering and load-balancing solution for each level of a three-tier application architecture.

	New Feature
	Description

	scalability 

	Improved Symmetric Multi-Processing (SMP) Scalability


	Windows 2000 Advanced Server and Datacenter Server have been optimized for a growing number of competitively priced eight and thirty-two way SMP servers based on ever-faster Intel Architecture processors.  

Performance improvements include:

· Reducing contention on locks

· Reducing serialization of processes

· Reducing code path lengths

· Improving affinity control of threads and memory

· Increasing kernel resource pool sizes

· Reducing number of copy operations performed

· Increasing support for fibers

	Enterprise Memory Architecture (EMA)


	EMA enables Windows 2000 Advanced Server & Datacenter Server systems to take advantage of larger than 4 GB physical memories. Applications that are “large memory aware” (e.g. Microsoft SQL Server Enterprise Edition) can use addresses above 4 GB to cache data in memory, resulting in higher performance.

Windows 2000 Advanced Server & Datacenter support systems that use Intel Physical Address Extensions (PAE) providing up to 8 GB of physical memory on Windows 2000 Advanced Server and up to 64 GB of physical memory on Datacenter Server.  This will result in a significant reduction in paging operations, and improve the performance of multiple applications hosted on a Windows 2000 consolidation platform. No changes in the application code are required to achieve these benefits.

	Network Load Balancing (NLB)  


	NLB enhances the scalability of Internet server programs such as those used on Web servers, FTP servers, and other mission-critical servers. A single computer running Windows 2000 can provide a limited level of server scalable performance. However, by combining the resources of two or more computers running Windows 2000 Advanced Server or Datacenter Server into a single cluster, NLB can deliver the reliability and performance that Web servers and other mission-critical servers need. 

Key scalability features include:

· Support for up to 32 computers in a single cluster

· Optionally load-balances multiple server requests from a single client.

· Easy addition of servers - you can add servers to the cluster to handle increased workloads.  

· Easy to tailor the workload for each computer using port management rules and to block undesired network access to certain IP ports. 

	Server Clustering
	Server clusters provide high availability and some scalability for resources and applications by clustering multiple servers running Windows 2000 Advanced Server or Windows 2000 Datacenter Server.  Both Windows 2000 Advanced Server (2-nodes) and Windows 2000 Datacenter Server (4-nodes) support ‘Active/Active’ clustering – i.e. all servers are running their own workload. This means every computer in the cluster is available to do real work, and each computer in the cluster is also available to recover the resources and workload of any other computer in the cluster. There is no need to have a wasted, idle server standing by waiting for a failure.  Windows 2000 server clusters also now support a larger number of file shares and more resources (up to 1670) compared with Windows NT 4.0 server clusters.

	WinSock Direct

(Available only in Windows 2000 Datacenter Server)
	WinSock Direct enables high-speed inter-process communications for System Area Networking (SAN).  Users will be able to deploy SANs to link their Web or application servers to data for efficient high-bandwidth, low-latency messaging that conserves processor time for application use. High-bandwidth and low-latency inter-process communication (IPC) and network system I/O allow more users on the system, provide faster response times and higher transaction rates. 

Linking WinSock Direct to SAN interconnects makes thousands of existing applications transparently SAN-ready. As a result, the growth of SAN-based architectures in business-critical environments is expected to accelerate. Now, developers of SAN interconnect hardware can develop interconnects that are WinSock Direct compatible by using the WinSock Direct SAN infrastructure built-in to Windows 2000 Datacenter Server. In addition, by using WinSock Direct, hardware vendors will be able to direct the message traffic from applications to SAN interconnect hardware, bypassing the high overhead of the TCP/IP protocol stack. 

	availability 

	Server Clusters


	Server Clusters monitor the health of standard applications and servers, and can automatically recover mission-critical data and applications from many common types of failure, usually in under a minute. In the event of a failure, failover occurs. Ownership of resources, such as disk drives and IP addresses, is automatically transferred from a failed server to a surviving server. The failed server's workload that is capable of restarting on the surviving server e.g. a print queue is then restarted. Failback is the ability to automatically rebalance the workload in a cluster when a failed server comes back online again. This technology provides greater uptime for critical enterprise resource planning, data mining and e-commerce applications. 

Key availability features include:

· Multi-node cascading failover - Windows 2000 Advanced Server allows two servers to be connected into a cluster of up to 64 CPUs for higher availability.  Windows 2000 Datacenter Server allows four servers to be connected into a cluster of up to 128 CPUs and supports both ‘any to any’ and cascading failover of resource groups on all 4 nodes.  

· Recovery from network failures – the clustering service for Windows 2000 Advanced Server & Datacenter Server implements a sophisticated algorithm to detect and isolate network failures and to improve failure recovery actions. It can detect a number of different states for network failures, then uses the appropriate failover policy to determine whether to fail over the resource group. 

· WINS, Dfs, SMTP, NNTP and DHCP support - the clustering service now supports Windows Internet Name Service (WINS) and Dynamic Host Configuration Protocol (DHCP), Simple Mail Transfer Protocol (SMTP), Network News Transfer Protocol (NNTP) and the Distributed File Services (Dfs) as cluster-aware resources which support failover and automatic recovery. A File Share resource can now serve as a Dfs root, or a File Share resource can share its folder subdirectories for efficient management of large numbers of related file shares.

	Network Load Balancing (NLB)
	NLB clusters achieve high availability by automatically detecting and recovering from a failed or offline computer.  

Key availability features include:

· Periodic message exchange - servers monitor the status of the cluster and each server by periodically exchanging multicast or broadcast messages within the cluster. 

· Convergence - when the state of the cluster changes, servers exchange messages to determine a new, consistent state of the cluster and to elect the server with the highest host priority, known as the default host. The default host handles all of the network traffic not covered by port rules. During convergence, a new load distribution is determined for servers that share the handling of network traffic. The cluster continues to operate without interruption while convergence takes place. 

· Availability during planned outages - you can take servers offline for preventive maintenance without disturbing cluster operations.

	manageability 

	Process Control 

(Available only in Windows 2000 Datacenter Server) 


	Windows 2000 Server contains an extension to the process model called a job. Job Objects are namable, securable, sharable objects that control attributes of the processes associated with them. A job objects basic function is to allow groups of processes to be managed and manipulated as a single unit.

Process Control, is a component of Windows 2000 Datacenter Server that uses Job Objects manage the allocation of critical server resources, including processor affinity, scheduling priority, allowable number of processes, memory use amounts and limits to the amount of CPU time used for a specific workload.  Process Control enables system managers to achieve better operational control and to consolidate multiple applications on a single server for lower cost of operations.

	Server Clusters (Manageability Enhancements)
	Administrators use cluster management applications to configure, control, and monitor clusters. The Cluster Administrator for Windows 2000 can be installed on Windows 2000 Professional, Windows 2000 Server, and Windows 2000 Advanced Server, regardless of whether it is a cluster node.

Cluster Administrator allows you to manage cluster objects, establish groups, initiate failover, handle maintenance, and monitor cluster activity through a convenient graphical interface. Developers providing their own resource types can write an extension that enables Cluster Administrator to manage their custom types.

Key management features of Server Clusters include:

· Improved setup and support for Windows 2000 deployment tools – the Windows 2000 clustering service now supports Sysprep, Unattended Setup and the Optional Component Manager for simplified setup of server clusters.

· MMC snap-in for cluster administration - the latest version of the Clustering Service contains changes to the user interface that make the setup and administration of a cluster easier. Integration with the Microsoft Management Console (MMC) allows administrators to visually monitor the status of all resources in the cluster. 

· Cluster Application Wizard - the Cluster Application Wizard that removes much of the complexity of configuring a new application to run on a cluster. The application setup wizard leads you through all of the steps required, including creating a virtual server to host the application, creating resource types for all associated resources, creating dependencies between resources, setting failover and failback policies, and so forth.  

· Cluster Automation Server - the Cluster Automation Server exposes a set of 32-bit Component Object Model (COM) objects to any scripting language that supports automation, such as Visual Basic or the Windows Script Host (WSH). By enabling object-oriented design and the use of high-level languages, the Cluster Automation Server simplifies the process of creating a cluster management application.

· Cluster Backup APIs - allows administrators to back up the cluster database (cluster configuration information) as a snapshot of the current cluster configuration and to restore the snapshot of the cluster database obtained from the Backup routine.

· Replication APIs - allows a developer to make applications (or other cluster resources) replicate crypto keys or work with crypto keys in general. 

· Rolling Upgrades - support for Rolling Upgrades allows administrators to move all the workload onto one server and perform maintenance or an upgrade on the unloaded server. Once the maintenance or upgrade is completed and tested, the server is brought back online, and it automatically rejoins the cluster. This process can be repeated to perform maintenance or an upgrade on the other server in the cluster. Rolling upgrades are fully supported on server clusters for the following services:

· Core resources

· Printing

· Web services (Internet Information Services 5.0)

· Transaction services (Distributed Transaction Coordinator)

· Message Queuing services (Microsoft Message Queue Service) 

· Automatic renaming of networks - Windows 2000 automatically ensures that both a server cluster and the Network and Dial-up Connections folder use the same name to reference any individual network interface. For example, if you use any cluster administration tool to rename a cluster network object, Windows 2000 automatically renames the corresponding icon in the Network and Dial-up Connections folder. Similarly, if you rename a network connection icon in the Network and Dial-up Connections folder, Windows 2000 renames the matching cluster network object, if one exists.

· Performance Monitor - Performance Monitor in Windows 2000 provides disk performance monitoring, which is beneficial for clustering solutions. In a Windows 2000 cluster, disks can now be enabled or disabled “on the fly,” using the Clustering service. In the case of a disk that is online within a node, the Performance Monitor observes the disk activity and performance, so that the disk can be taken off line, for replacement, repair, or other services as needed.

· Plug and Play support for networks and disks - using the Plug and Play technology built into Windows 2000 Advanced Server & Datacenter Server, the Cluster service detects the addition and removal of TCP/IP network stacks. For example, the Cluster service can detect the following events – 

· Addition or removal of network adapters 

· Binding or unbinding the TCP/IP protocol stack to a network adapter 

· Addition or release of a DHCP-assigned IP address 

· Support for Fibre Channel storage solutions - Windows 2000 now supports Fibre Channel disks just like any other disk connected to a SCSI bus.

· Enhanced Hardware Compatibility - Windows 2000 server clusters take advantage of today’s industry-standard PC platforms and existing network technology. The Windows 2000 layered driver model will allow Microsoft to quickly add support for special purpose, high-performance clustering technology (such as low-latency interconnects) as hardware vendors bring solutions to market.  The Windows 2000 HCL is an extensive document, representing the enormous commitment Microsoft has made to ensure the quality of software for the Microsoft Windows operating system platforms.  See http://www.microsoft.com/hwtest/hcl/


enterprise Business requirements

Enterprise Servers - Trends and Directions

Enterprise customers want to lower the costs associated with their IT infrastructure while deploying highly scalable, available and manageable systems. Techniques used to reach these goals include server consolidation, clustering, server and resource management, and the application of rigorous operational procedures and best practices. 

Technologies for Server Consolidation 

Enterprise customers want to lower the cost of their IT infrastructure by consolidating workloads on a smaller number of very powerful, centralized SMP servers that are professionally managed.  

Four-way symmetric multiprocessing (SMP) servers are widely available today that will scale to 8 way SMP platforms with processor frequencies exceeding 500 MHz by the end of 1999. This will allow significant growth in non-clustered TPC-C measurements on platforms with very competitive street prices.

Following historical trends, it is possible to project the next step for server hardware platforms to be 16-way SMP capable with processors running well over 1,000 MHz, with relatively low entry street prices. In addition, there will be the inevitable cycles per instruction (CPI) progress due to micro-architectural refinements that will be made for each generation as well as improvements in database and application tuning.  Even with the application of some conservatism in scaling assumptions, using this methodology, we would project TPM-C numbers approaching 150K by 2001 on widely available, commodity-based hardware (Figure 1).
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Figure 1: TPC-C Outlook

These developments set the stage for market expansion in the data center, where hardware OEMs will supply highly competitive high performance solutions based on industry standard components.  

Clustering for High-Availability and Scalability

As companies increasingly rely on information technology in their core business processes, they need a broad range of high-availability and scalability solutions to enable them to meet stringent service-level agreements for both internal and external customers in a cost-effective manner. 
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Servers designed to be deployed in mission critical environments typically have redundancy in areas prone to high failure rates.  Redundant power supplies, fans and disks (RAID) have long been available in servers.  However, the basic structure of these servers is still not inherently reliable. Single points of failure commonly exist and component failures are capable of bringing down enterprise servers.

As ever more critical enterprise deployments are made, there is a growing need for the failover and load balancing that come from joining multiple computers into clusters. Clustering refers to linking individual servers and coordinating communication between them so they can perform as a single integrated unit. Should any one server stop functioning, its workload is automatically shifted to another server to provide continuous service. 

Clustering and load balancing promises to minimize downtime and reduce IT costs by providing an architecture that keeps systems running in the event of a single system failure. Load balancing also affords organizations the ability to aggregate separate servers into a single computing facility, allowing IT organizations the flexibility to grow installations beyond a single server and to distribute workload across a network of linked computers.

Clustering Defined

A cluster is a group of independent computers that work together to run a common set of applications and provide the image of a single system to the client and application. The computers are physically connected by cables and programmatically connected by cluster software. These connections allow computers to utilize problem-solving features such as failover and load balancing, which is not possible with a stand-alone computer.

A cluster should provide high scalability, availability and manageability.

· Scalability - you can increase the cluster's computing power by adding more processors or computers. 

· Availability - the cluster is designed to avoid a single point of failure. Applications can be distributed over more than one computer, achieving a degree of parallelism and failure recovery, and therefore providing more availability. 

· Manageability - the cluster appears as a single-system image to end-users, applications, and the network, while providing a single point of control to administrators. This single point of control can be remote. 

Workload Management Technologies 

System managers running diverse workloads on large SMP servers and clusters want the ability to schedule and manage the allocation of server resources such as memory and CPU across those workloads. 

Workload management technologies should provide the capability to enable:

· Process Accounting - provide information about how independent processes on a single server utilize CPU resources.  For example, ISPs could use this feature to determine which Web sites are using disproportionately high CPU resources or which may have scripts or CGI processes that are malfunctioning. IT managers could also use this information to charge back the cost of hosting a Web site and/or application to the appropriate division within a company.

· Process Control – gives system administrators the ability to assign system resources to specific applications, and finely tune the resources used by those applications.

This ability to map processes to processors becomes increasingly important as servers are consolidated and one server runs multiple applications. 

Serviceability

Businesses demand a lot from an Enterprise solution.  The server platform must integrate technology essential for highly scaled mission critical solutions, and equally importantly, the business customer wants a complete solution to their problem from a partner they trust.  

Many large customers have used proprietary clustering and UNIX based SMP technology to provide greater availability and performance for their high-end, mission-critical applications. However, these solutions are typically complex, difficult to configure, built using expensive proprietary hardware, and businesses have had to pay steep premiums, reaching into the millions, to get these kind of solutions. 

Systems Architecture or Consulting 

Large organizations face a tremendous breadth of new technologies – bringing significant enterprise challenges including matching technology to business functions and rapidly deploying solutions. The IT staff in most large organizations spend the majority of their time reacting to network and systems availability and performance issues. And even though the identification, selection and implementation of new enterprise technologies can enable business growth, customer responsiveness and enhanced productivity - IT staff are often unable to focus on these higher value-added activities.  

Enterprise customers therefore need help to plan for, design and integrate new technologies into the existing network architecture to adapt to dynamic business needs. 

Software Installation and Integration 

Large companies are under enormous pressure and time constraints to roll out new technologies and to integrate with existing legacy systems and therefore need help to review their current environment, define their functional and business objectives and standards, and design, evaluate, test and deploy Enterprise Servers.

Custom or Packaged Software Development 

Large organizations face increasing demands to achieve a competitive advantage by quickly developing and enhancing critical line of business applications.   Users in business, government, and financial institutions are actively defining the "next generation" of mission-critical applications -- those indispensable to the organization's core business.  This category includes applications like decision support, executive information systems, electronic office, Internet, e-mail, and telecommunications -- applications well beyond the high-volume, transaction-intensive solutions traditionally viewed as mission-critical.

Technical Training and Support 

High systems availability and maximum performance come from well planned and managed systems support.  Large enterprise customers need help to manage on an ongoing basis critical business systems with fast, accurate solutions to technical problems around the clock. Enterprise customers are prepared to pay a premium for service contracts that guarantee an immediate response in “server down” situations or defined response times for varying severity levels.  Enterprise customers also need customized training programs for end-users and operations staff.

Taking Advantage of Industry Partnerships 

For customers to fully realize the vision of Enterprise computing, the cooperation of all their strategic technology vendors will be required.  

scalability

Trends and Challenges

Faster processors, wider and faster buses, and very large memory models will combine to extend significantly the scale of the problems to which PC-based server operating systems can be applied. Over the next 18 months, raw computational throughput and bandwidth could increase significantly, perhaps up to fivefold.  If high-end commercial commodity platforms such as Windows 2000 Server can deliver these performance improvements they will match the scalability of mini- and mainframe based systems, in some cases costing orders of magnitude more to deploy and support. Considering that the time span between a “go” decision and final roll-out of a mission critical application can be up to 18 months, expect the landscape of the industry to change dramatically during such a time frame.
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Requirements

Servers in the data center will be expected to scale to thousands of users and support millions of objects.  The ability to incrementally add performance to an existing installation is critical, and alleviates many planning difficulties for future growth.  Key to these requirements is the ability for the operating system and related services to be able to scale both processing and I/O performance.  Scalability refers to how well the performance of a computer system responds to changes in configuration variables, such as memory size or numbers of processors. 

This however is often difficult to gauge because of the interaction of multiple variables, such as system components of the underlying hardware, characteristics of the network, application design, and the architecture and capabilities of the operating system.  With this in mind organizations need to have the flexibility to scale Server-based systems up, out, or down without compromising the multipurpose and price performance advantages of the operating system platform.

Scaling Up - is achieved by adding more resources, such as memory, processors, and disk drives to a system. But scalability is more than brute force. Application design, database tuning, network configuration, and well-developed data center procedures matter materially. 

Scaling Out - delivers high performance when the throughput requirements of an application exceed the capabilities of an individual system. By distributing resources across multiple systems, contention for these resources can be reduced, and availability improved. Clustering and system services, such as reliable transaction message queuing, allow applications to scale out in this manner.

Scaling Down - can also deliver tangible business benefits. For example, a company may divest a division or move a formerly centralized function from the data center to a division or an IT department may decide to transition, or repartition workloads to improve overall performance and enhance life-cycle management of server systems. In either case this should be possible without having to completely overhaul the system, or reprogram applications.

Symmetric Multiprocessing

[image: image8.png]Clients

Private Intercannect

scsl Bus

Local

Local
Node B Disk

Disk  Node A

Disk 1



Windows 2000 Advanced Server supports up to 8-way SMP in the retail product, and up to 32-way SMP under specific OEM terms and conditions of sale. This level of CPU support is unchanged from Windows NT Server, Enterprise Edition 4.0, but improvements in the implementation of the SMP code allow for even better “linearity” of scaling on high performance. Record levels of price performance have been achieved routinely with Windows NT Server Enterprise Edition 4.0, and this trend is expected to continue with the enhancements to SMP scaling in Windows 2000 Advanced Server. Windows 2000 Datacenter Server supports up to 32-way SMP in the retail product and has been further optimized for OLTP, Data Warehousing, technical computing and modeling.

Performance Optimization

Specific tuning efforts on CPU, memory and I/O include the following:

· New WinSock driver (AFD) that provides the capability to complete large TransmitFile operations in an APC of the transmitting thread rather than posting it to a delayed system worker thread. 

· Per-processor look-aside lists reduce shared memory access of global look-aside list headers leading to a speedup of 5% for disk I/O. 

· The additional nonpaged and paged pool lists that reduce pool fragmentation. 

· Reduced hold time for the dispatch lock on workloads such as TPC-C. (E.g., Microsoft SQL Server 7.0 with fibers) reduces contention on key system resources by up to 30 %. 

· The use of fibers in Microsoft SQL Server 7.0 reduces context swaps and improves throughput by up to 18 % compared to threads. 

· The maximum working set for the file system cache has increased from 512 MB in Windows NT Server 4.0 to 960 MB in Windows 2000 Server. This reduces contention on system resources thereby reducing context switching. On a SpecWeb ‘96 workload, this improves throughput by up to 5 %.

· The use of per-processor completion ports reduces CPU migration of threads, providing a 7 % increase in TPC-C throughput with Microsoft SQL Server 6.5.

· Improvement in NTFS reduce the number of operations posted to system worker threads reducing context switching and thread CPU migrations by 46 % and improving 2P throughput on NetBench by up to 3 %.

· The increased use of shared locks for the NTFS TransactionTable executive resource reduces contention on this resource by up to 14 % for a multi-processor file-server workload.

· SCSI miniport controller contention has been reduced by up to 7x on Windows 2000 Server compared to Windows NT Server 4.0 on a TPC-C workload with Microsoft SQL Server 7.0.

· The use of interrupt affinity provides an improvement of up to 7 % on a SpecWeb ‘96 workload on a 4P system using four NICs.

· Reduction of TCP/IP contention is expected to improve 4P SpecWeb ‘96 scaling by up to 20 %.

Enterprise Memory Architecture
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The purpose of Enterprise Memory Architecture (EMA) is to enable Windows 2000 Advanced Server & Datacenter Server systems to take advantage of larger than 4 GB physical memories. Applications that are “large memory aware” can use addresses above 4 GB to cache data in memory, resulting in higher performance. Microsoft’s SQL Server Enterprise Edition 7.0 is an example of such an application.

Windows 2000 Advanced Server & Datacenter support systems that use Intel Physical Address Extensions (PAE) providing up to 8 GB of physical memory on Windows 2000 Advanced Server and up to 64 GB of physical memory on Datacenter Server.

Microsoft is providing support for Intel PAE in two significant ways:

Automatic PAE support in the Windows 2000 Kernel

Microsoft's implementation of Intel's PAE allows the operating system kernel to automatically take full advantage of all available physical memory, including memory above 4 GB (up to 64 GB) for existing applications. This will result in a significant reduction in paging operations, and improve the performance of multiple applications hosted on a Windows 2000 consolidation platform. No changes in the application code are required to achieve these benefits. 

New Advanced Windowing Extensions APIs

Microsoft has implemented new APIs, called Advanced Windowing Extensions (AWE), that will enable software developers to take more complete advantage of Intel's PAE. Applications using these APIs can access up to 64 GB of memory using a memory window inside their 4 GB process. Just four system calls are used to declare the AWE window and to map additional physical memory inside that window. 

EMA System Requirements

	Technology
	Hardware requirements

	Physical Address Extension (PAE) X86
	· Pentium Pro processor or later 

· More than 4 GB of RAM 

· 450 NX or compatible chipset and support 

	Application memory tuning, also known as 4-gigabyte tuning (4GT)
	· Intel-based processor 

· 2 GB or more of RAM


Physical Address Extension (PAE) X86 

Physical Address Extension (PAE) X86 allows software using the Address Windowing Extensions (AWE) API set running on a computer with an Intel Pentium Pro processor or later and 8 gigabytes (GB) or more of physical memory to map more physical memory into the application's virtual address space.  The AWE API set allows applications to use physical non-paged memory beyond the 32-bit virtual address space and to have window views to this physical memory from within the application's virtual address space.  For more information on the AWE API set, see the Microsoft Platform Software Development Kit (SDK) at http://msdn.microsoft.com/developer/sdk/platform.asp.

Applications not using the AWE API set can also benefit because the operating system uses the larger physical memory to reduce paging and the attendant performance impact.  Applications that manipulate large amounts of data achieve better performance by keeping data in memory instead of on disk – e.g. PAE X86 can significantly improve the performance of the following types of applications:

· Databases, such as Microsoft SQL Server Enterprise Edition 7.0. 

· Scientific and engineering applications, such as computational fluid dynamics. 

· Statistical analysis applications that do extensive data mining. 

Physical Address Extension (PAE) X86 and application memory tuning (4GT), are complementary technologies for computers that use the Intel processor. Application memory tuning provides more of the computer's virtual memory to applications by providing less virtual memory to the operating system. PAE X86 allows software using the Address Windowing Extensions (AWE) API set running on a computer with an Intel Pentium Pro processor or later and Windows 2000 Advanced Server to map more physical memory into the application's virtual address space.

Thus, if you have a computer with a Pentium Pro processor or later and 8 GB of physical memory, you can use application memory tuning to provide 3 GB of that virtual memory for applications that can then lock the physical memory. Using the AWE API set and the PAE X86 kernel, the remaining 5 GB of physical memory is available to the application for caching purposes. Consequently, the application can have access to 8 GB of physical memory minus the requirements of the kernel.

To enable Physical Address Extension (PAE) X86

1. Locate the Boot.ini file, typically in the root folder (for example, C:) and remove its read-only attribute. 

2. Open the Boot.ini file, and then add the /PAE parameter to the ARC path, as shown in bold format in the following example: 

3. multi(0)disk(0)rdisk(0)partition(2)\WINNT="Windows 2000 Datacenter Server" /PAE /basevideo /sos

4. On the File menu, click Save. 

5. Restore the read-only attribute to the Boot.ini file. 

Application Memory Tuning

Application memory tuning, also known as 4-gigabyte tuning (4GT), is for applications that run on powerful computers with between 2 gigabytes (GB) and 4 GB of physical RAM and that can take advantage of a larger virtual address space. For an application to use application memory tuning, it must be running on an Intel-based computer that uses Windows 2000 Advanced Server or Datacenter Server. The application must also be configured to use application memory tuning.

This capability allows memory intensive applications to utilize up to 50% more virtual memory on Intel-based computers. Application memory tuning provides more of the computer's virtual memory to applications by providing less virtual memory to the operating system.

To enabling application memory tuning in an application

The changes to support application memory tuning, also known as 4-gigabyte tuning (4GT), are done at both the system and application levels. 

System changes:

After you have installed Windows 2000 Advanced Server or Datacenter Server, you must modify the Boot.ini file to enable application memory tuning. To do this, add the /3GB parameter to the ARC path, as shown in bold format in the following example:  multi(0)disk(0)rdisk(0)partition(2)\WINNT="Windows 2000 Datacenter Server" /3GB /basevideo /sos

Application changes:

No new application programming interfaces (APIs) are required for application memory tuning support. However, it would be ineffective to automatically provide every application with a 3-gigabyte (GB) address space. 

Windows 2000 uses the following mechanism to provide selective use of application memory tuning. Executable files that can use the 3 GB address space are required to have the bit IMAGE_FILE_LARGE_ADDRESS_AWARE set in their image header. You can do this with the Imagecfg.exe file, which is included in the Support folder on the Windows 2000 Advanced Server or Datacenter Server CD. For example, to modify the target file Dbmsapp.exe, you can use the following command:  Imagecfg -l DBMSApp.exe 

Some manufacturers preconfigure their applications to use application memory tuning, making it unnecessary for you to use the Imagecfg.exe file. 

Network Load Balancing
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Windows 2000 Network Load Balancing service enhances the availability and scalability of Internet server programs such as those used on Web servers, FTP servers, and other mission-critical servers. A single computer running Windows 2000 can provide a limited level of server reliability and scalable performance. However, by combining the resources of two or more computers running Windows 2000 Advanced Server or Datacenter Server into a single cluster, Network Load Balancing can deliver the reliability and performance that Web servers and other mission-critical servers need. The following diagram depicts a cluster having four hosts within the cluster:

Figure 2:  Network Load Balancing of 4 host Servers
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Each host runs separate copies of the desired server programs, such as that for a Web, FTP, Telnet, and e-mail server. For some services, such as those used on a Web server, a copy of the program runs on all hosts within the cluster, and Network Load Balancing load balances the workload among them. For other services, such as e-mail, only one copy of the service handles the workload within the cluster. Instead of load balancing these services, Network Load Balancing allows the network traffic to flow to one host, moving the traffic to another host only in cases of failure.

Network Load Balancing clusters together several computers running server programs that use the TCP/IP networking protocol. Network Load Balancing allows all of the computers in the cluster to be addressed by the same set of cluster IP addresses (while maintaining their existing addressability using unique, dedicated IP addresses). Network Load Balancing distributes incoming client requests in the form of TCP/IP traffic across the hosts.

To scale server performance, Network Load Balancing can load balance the incoming TCP/IP traffic across all the hosts in the cluster. In this case, a copy of the server program runs on all of the load-balanced hosts, and the load is partitioned among the hosts. The load weight to be handled by each host can be configured as necessary. You can also add hosts dynamically to the cluster to handle increased load. In addition, Network Load Balancing can direct all traffic to a designated single host, called the default host.

Network Load Balancing manages the TCP/IP traffic to maintain high availability for server programs. When a host fails or goes offline, Network Load Balancing automatically reconfigures the cluster to direct client requests to the remaining computers. For load-balanced programs, the load is automatically redistributed among the computers still operating. Programs with a single server have their traffic redirected to a specific host. Connections to the failed or offline server are lost. Once the necessary maintenance is completed, the offline computer can transparently rejoin the cluster and regain its share of the workload. 

Network Load Balancing System Requirements

NLB is designed to work as a standard networking device driver under Windows 2000 Advanced Server or Datacenter Server. Because NLB provides clustering support for TCP/IP-based server programs, TCP/IP must be installed in order to take advantage of NLB functionality. The current version of NLB operates on FDDI or Ethernet-based local area networks within the cluster. It has been tested on 10 megabits per second (Mbps), 100 Mbps, and gigabit Ethernet networks with a wide variety of network adapters.

NLB takes up less than 1 megabyte (MB) of storage space and uses between 250 kilobytes (KB) and 4 MB of RAM during operation, using the default parameters and depending on the network load. The parameters can be modified to allow up to 15 MB memory to be used. Typical memory usage ranges between 500 KB and 1 MB.

For optimum cluster performance, you should install a second network adapter on each NLB host to handle client-to-cluster traffic. In this configuration, one network adapter carries all of the usual network traffic destined to the server as an individual computer on the network, while the other handles the network traffic addressed to the server as part of cluster. It is possible to use NLB with only a single network adapter, but if multicast support for this adapter is not enabled, overall performance and networking functionality within the cluster itself may suffer. 

If Network Load Balancing clients are accessing a cluster through a router when the cluster has been configured to operate in multicast mode, be sure that the router meets the following requirements:

· Accepts an ARP reply that has one MAC address in the payload of the ARP structure but appears to arrive from a station with another MAC address, as judged by the Ethernet header. 

· In multicast mode, accepts an ARP reply that has a multicast MAC address in the payload of the ARP structure. 

This allows the router to map the cluster's primary IP address and other multihomed addresses to the corresponding MAC address. If your router does not meet these requirements, you can also create a static ARP entry in the router. Cisco routers require a static ARP entry because they do not support the resolution of unicast IP addresses to multicast MAC addresses.

Network Load Balancing Benefits

Network Load Balancing clusters provide scalability and high availability for TCP/IP-based services and applications by combining up to 32 servers running Windows 2000 Advanced Server or Datacenter Server into a single cluster. Clients can use one IP address to access the cluster and additional IP addresses for multihomed servers. Network Load Balancing clusters provide high performance by distributing client connections among the servers in the cluster. If a server fails or is taken offline for upgrades, testing, or maintenance, the cluster is automatically reconfigured and client connections are redistributed.

Network Load Balancing clusters achieve high availability by:

· Automatically detecting and recovering from a failed or offline computer. 

· Automatically rebalancing the network load when the cluster set changes. 

· Recovering and redistributing the workload within 10 seconds. 

· Handling inadvertent subnetting and rejoining of the cluster network.

· Periodic message exchange. Servers monitor the status of the cluster and each server by periodically exchanging multicast or broadcast messages within the cluster. 

· Convergence. When the state of the cluster changes, servers exchange messages to determine a new, consistent state of the cluster and to elect the server with the highest host priority, known as the default host. The default host handles all of the network traffic not covered by port rules. During convergence, a new load distribution is determined for servers that share the handling of network traffic. The cluster continues to operate without interruption while convergence takes place. 

· Availability during planned outages. You can take servers offline for preventive maintenance without disturbing cluster operations. 

Network Load Balancing clusters achieve scalability by:

· Load balancing client requests for individual TCP/IP services across multiple servers in the cluster. 

· Easy addition of servers. You can add servers to the cluster to handle increased workloads. 

· Supporting up to 32 computers in a single cluster. 

· Optionally load balancing multiple server requests from a single client. 

· Fully pipe-lined implementation ensures high performance and low overhead.

Network Load Balancing clusters achieve manageability by:

· Specifying the load balancing for a single IP port or group of ports using port management rules that customize the workload for each computer. Optional support for client sessions can be enabled. 

· Optional single-host rules let you direct all client requests to a single host to further refine load balancing among different programs. 

· Blocking undesired network access to certain IP ports. 

· Logging all actions and cluster changes in the Windows event log. 

· Using shell commands or scripts, to remotely start, stop, and control Network Load Balancing actions from any networked computer that is running Windows 2000.

Network Load Balancing is easy to use because it:

· Installs as a standard Windows networking driver component. 

· Requires no hardware changes to install and run. 

· Lets clients access the cluster with a single logical Internet name and virtual IP address while retaining individual names for each computer. Allows multiple virtual IP addresses for multihomed servers. 

· Server programs need not be modified to run in a Network Load Balancing cluster. 

· All operations are automated, including recovery. 

· Computers can be taken offline for preventive maintenance without disturbing cluster operations.  

Winsock Direct

Winsock Direct is an abstraction layer in the Windows 2000 Datacenter Server network architecture. The layer enables unmodified Windows Sockets (Winsock) applications that use TCP/IP and unmodified TDI clients that use TCP/IP to fully exploit the performance benefits of System Area Networks (SAN) for most communication within that SAN. In particular, compared to a standard TCP/IP protocol stack on a LAN of comparable line speed, Winsock Direct substantially reduces latency and CPU overhead, and increases the communication bandwidth between applications.  

Winsock Defined

Winsock Direct extends Winsock (a WOSA-compliant abstraction layer that provides an interface to network data transport services such as TCP/IP, IPX/SPX, NetBIOS, or AppleTalk and name resolution services, such as DNS, NDS, or X.500)  and the Transport Driver Interface (a kernel mode network interface that drivers use in common to communicate with the various network transport protocols) to provide data with a direct path to system hardware through a switch that:

· Enables unmodified Windows Sockets (Winsock) applications that use TCP/IP and unmodified TDI clients that use TCP/IP to directly utilize a native System Area Network (SAN) transport provider for most communication within that SAN. 

· Discovers and manages SAN providers. 

· Switches between a native SAN provider and the standard TCP/IP provider, depending on which provider is more efficient, on a per-connection basis. 

· Manages the SAN data transfers. 

· Determines which provider to use for a given socket connection based on the IP address(es) assigned to each SAN hardware interface. 

System Area Network

A System Area Network (SAN) is a particular class of network architectures that use high performance interconnections between secure servers to deliver high bandwidth, low overhead, and low latency interprocess communications, usually across an IP subnet. SANs use switches to route data with a typical hub supporting 4 to 16 nodes and expanded to larger networks using cascading hubs. Cable length limitations range from a few meters to a few kilometers. 

System Area Networks typically provide:

· Higher bandwidth and lower latency than traditional networks with comparable line speed. 

· Exposure of Direct Memory Access (DMA), also known as memory interface. 

· Protected user-mode interface to the SAN hardware interface. (SANs must be kept physically secure.) 

· Switched point-to-point links. 

· Exposure to individual endpoint contexts. 

· SAN hardware interface that typically: 

· Provides reliable transport services directly in the hardware. 

· Exposes individual transport endpoints and demultiplexes incoming packets accordingly. Each endpoint is usually represented by a set of memory-based queues and registers that are shared by the host processor and the SAN hardware interface. 

· Permit the individual transport endpoints to be mapped directly into the address space of application processes running in User Mode. Applications can post messaging requests directly to the SAN hardware interface and thus eliminate unnecessary system calls and data copying. 

· Maintains page tables that map virtual addresses to physical addresses in order to handle requests directly from user-mode applications. 

· Two modes of data transfer: 

· Small transfers using messages that are primarily intended to transfer control information. Typical transfer sizes range from a few bytes to a few kilobytes. 

· Bulk data transfer through a Remote Direct Memory Access (RDMA) mechanism. The initiator specifies a buffer on the local system and a buffer on the remote system. Data is then transferred directly between the two locations by the SAN hardware interface without host CPU involvement at either end. RDMA supports both read and write transfers.. The remote address must be pre-arranged through a message exchange. 

System Area Networks also provide user mode access directly to hardware transports and thus should be deployed in a physically secured environment. In other words, SANs bypass OS-level security; anyone with access to that hardware has access to the information flowing through it.

Winsock Direct Benefits

Winsock Direct enables unmodified Windows Sockets applications that use TCP/IP to fully exploit the performance benefits of System Area Networks for most communication within a SAN. In particular, compared to a standard TCP/IP protocol stack on a LAN of comparable line speed, Winsock Direct can substantially reduce latency and CPU overhead. 

Further, Winsock Direct:

· Is fully compatible with TCP/IP semantics. 

· Permits transparent access to LAN/WAN interconnects over the standard TCP/IP provider with no substantial increase in overhead. 

· Requires no modifications to existing Local Area Network or Wide Area Network transport providers. 

· Coexists on any LAN, WAN, or existing SAN. 

availability

Trends and Challenges

High availability is essential for corporate data centers.  Today’s customers regularly request support of class 4 (99.99%) environments and we fully expect class 5 (99.999%) to be a common requirement in the near future.  This amounts to about five minutes of down time per year (both planned and unplanned).  Non-conformance to these goals is costly both for customers and OEMs – current penalty clauses for OEM’s not meeting availability in these ranges can run into the millions of dollars.  The stakes will be equally high for future server customers that will rely on the power of these highly available “mega” computing cycles to support their e-businesses.

Downtime or system outages can be categorized as either planned or unplanned.  Planned outages can occur when system administrators take down a system to perform system maintenance, such as data backup, software upgrades and hardware maintenance.  Unplanned outages occur as a result of system or component failure.  

Regardless of planned or unplanned downtime, availability is the proportion of time that a system can be used for productive work.  For systems that are 99% available, the 1% downtime represents about 3 days worth of outages which for many organizations is acceptable for non-critical data – but not for mission critical business solutions.  According to Dataquest a highly available cluster should provide no more than 8.3 hours of downtime per year.  Dataquest classifies the degrees of system availability as follows:

	Availability Classification
	Availability %
	Downtime Per Year

	Continuous
	100.0%
	0

	Fault Tolerant
	99.999%
	5 minutes

	Fault Resilient Clusters with Failover
	99.99%
	53 minutes

	High Availability
	99.9%
	8.3 hours

	Commercial Availability
	99.5%
	43.8 hours


Requirements

Many large customers have used clustering technology to provide greater availability and scalability for their high-end mission-critical applications. However, these clustering solutions are typically complex, difficult to configure and have been built using expensive proprietary hardware.

High Availability

Clustering services should be able to immediately detect application or server failures. Confirmed failures should trigger recovery processes, restarting applications or entire server workloads on a surviving machine in the cluster. This entire process, from detection through recovery, should typically happen in about a minute.

Easy and flexible management

Clusters must be simple to configure and maintain without requiring dedicated support staff. All cluster resources should be managed through a graphical console that can be run from any machine on the network. This console provides a single system image of the cluster and lets the cluster operator easily monitor and move cluster workload via simple point-and-click operations. 

New resources and applications should be easy to set up for monitoring, management and failover by using simple fill-in-the-blanks wizards.  The same process that automatically restarts the workload from failed servers should also be invoked manually on an application-by-application basis to balance cluster workload or to unload servers for planned maintenance. With clusters, your mission-critical applications and data should never be offline for more than a minute or so, even when performing many types of standard server maintenance.

Industry-Standard APIs & Hardware

Clustering application programming interfaces should expose specific cluster features for software developers to use in developing high-availability applications. 

Clusters should also take advantage of today’s industry-standard PC platforms and existing network technology and allow support for special purpose high-performance clustering technology (for example, low-latency interconnects) as hardware vendors bring specialized clustering solutions to market.

Server Clusters

Server clusters provide high availability, scalability, and manageability for resources and applications by clustering multiple servers running Windows 2000 Advanced Server or Windows 2000 Datacenter Server. The purpose of server clusters is to preserve client access to applications and resources during failures and planned outages. If a cluster server, resource, or application is unavailable due to failure or maintenance, resources and applications migrate to an available server within the cluster. Server clusters focus on preserving client access to application and system services such as Exchange for messaging, SQL for database applications, and file services.

The figure below shows a cluster that contains two groups, one on each server. One group contains all of the resources needed to provide file-sharing and print-spooling services. The other group contains all of the resources needed for the database application, including the database itself. If one server fails, the other server temporarily takes on the services for both groups.

Figure 3:  Typical 2-node Server Cluster Configuration for fail-over of application and file & print resources


The Administrator can set policies that determine the behavior of resources and groups during failover and failback. In this scenario, the failover policy of each group specifies that they can run on either server, thereby assuring their availability should one server fail. The failback policy for the group that is temporarily relocated is set to prefer its original server. When the failed server is restored, the relocated group returns to the control of its preferred server, and operations resume at normal performance. Services are available to clients throughout the process with only a minor interruption.

A server cluster is a group of independent computer systems, known as nodes, working together as a single system to ensure that mission-critical applications and resources remain available to clients. These nodes must be running Windows 2000 Advanced Server or Windows 2000 Datacenter Server. A server cluster can consist of two nodes or four nodes. In a four node server cluster, every node is running Windows 2000 Datacenter Server. Every node is attached to one or more cluster storage devices. Clustering allows users and administrators to access and manage the nodes as a single system rather than as separate computers.  A server cluster runs several pieces of software that fall into two categories: the software that makes the cluster run (clustering software) and the software that you use to administer the cluster (administrative software).

Clustering software

The clustering software enables the nodes of a cluster to exchange specific messages that trigger the transfer of resource operations at the appropriate times. There are two main pieces of clustering software: the Resource Monitor and the Cluster service. The Resource Monitor facilitates communication between the Cluster service and application resources. The Cluster service runs on each node in the cluster and controls cluster activity, communication between cluster nodes, and failure operations. When a node or application in the cluster fails, the Cluster service responds by restarting the failed application or dispersing the work from the failed system to the remaining nodes in the cluster.

Administrative software

The Windows 2000 Cluster Administrator allows administrators to configure, control, and monitor clusters.  Administrators organize cluster resources into functional units, called groups, and assign these groups to individual nodes. If a node fails, the Cluster service transfers the groups that were being hosted by the node to other nodes in the cluster. This transfer process is called failover. The reverse process, failback, occurs when the failed node becomes active again, and the groups that were failed over to other nodes are transferred back to the original node.  Cluster administration can be performed remotely on other computers on your network running Windows 2000 or from a computer running Windows NT 4.0 Service Pack 3 or later using the Windows NT Server, Enterprise Edition 4.0, Cluster Administrator.

Server Cluster System Requirements

Hardware Requirements

The following diagram shows a basic Server cluster configuration. Each server node has a local disk that can contain information specific to the node. Both nodes share resources on a hard disk, although only one node at a time can access resources on the disk. The nodes can be configured to use a private interconnect dedicated to cluster communication, or all network communication (including client and internal cluster communication) can take place on the same network connection.  Microsoft supports only complete systems chosen from the cluster HCL, which means that you cannot mix and match hardware components when building your cluster.

Figure 4:  Typical Cluster Hardware Configuration


Best practices

The following guidelines will help you effectively use a server cluster:

· Enabling auditing on all cluster nodes - if you want to audit access to shared data, enable auditing on all cluster nodes. 

· Using two interconnects - although a server cluster can function with only one interconnect, two interconnects are strongly recommended to eliminate a single point of failure and are required for the verification of OEM clusters.

· Using identical hardware - ensure that each node of your cluster uses identical hardware to connect to cluster storage; both the adapter model number and firmware should be the same on all nodes.

· Partitioning and formatting disks before installing the Cluster service - you should partition and format all disks on the cluster storage device before installing the Cluster service. You must format the disk that will be the quorum resource. All partitions on the cluster storage device must be formatted with NTFS (they can be either compressed or uncompressed), and all partitions on one disk are managed as one resource and move as a unit between nodes.

· Maintaining a backup of RAID controller - the cluster RAID controller is a single point of failure. You should always maintain a backup of the RAID controller configuration in case the RAID controller is replaced.

· Determining server-capacity requirements - after you choose a cluster model, determine how to group your resources, and determine the failover policies required by each resource, you are ready determine the hardware capacity required for each server in the cluster. 

· Hard-disk-storage requirements - each node in a cluster must have enough hard-disk capacity to store permanent copies of all applications and other resources required to run all groups. Calculate this for each node as if all of these resources in the cluster were running on that node, even if some or all of those groups run on the other node most of the time. Plan these disk-space allowances so that either node can efficiently run all resources during failover.

· CPU requirements - failover can strain the CPU processing capacity of a node when it takes control of the resources from a failed node. Without proper planning, the CPU of a surviving node can be pushed beyond its practical capacity during failover, slowing response time for users. Plan your CPU capacity on each node so that it can accommodate new resources without unreasonably affecting responsiveness.

· RAM requirements - when planning your capacity, make sure that each node in your cluster has enough RAM to run all applications that may run on either node. Also, make sure your Windows 2000 paging files are set appropriately for each node's RAM.

Application Requirements

An application can run on a server cluster under the following conditions:

· The connection with clients is configured to use TCP/IP (or DCOM, Named Pipes, or RPC over TCP/IP). 

· The application must be able to specify where the application data is stored. 

· Clients that connect to applications on a server cluster must be able to attempt to reconnect in the event of network failure.

Choosing applications to run on a server cluster

Many, but not all, applications can be adapted to run on a server cluster. Of those that can, not all need to be set up as cluster resources. Three criteria determine whether an application can adapt to server clustering failover mechanisms:

· The application must use TCP/IP - client/server applications must use TCP/IP (or DCOM, Named Pipes, or RPC over TCP/IP) for their network communications in order to run on a server cluster. Any application that uses only NetBEUI or IPX protocols cannot take advantage of cluster failover.

· The application must be able to specify where the application data is stored - any application you run on a server cluster must be able to store its data in a configurable location, that is, on the disks attached to shared buses. Some applications that cannot store their data in a configurable location can still be configured to fail over. However, in such cases access to the application data is lost at failover because the data is available only on the disk of the failed node.

· Client applications that connect to the server application must retry and recover from temporary network failures - during failover, client applications will experience a temporary loss of network connectivity. If the client application is configured to recover from temporary network connection problems, it will be able to continue operating after a server failover.

Applications that can be failed over can be further divided into two groups: those that support the Cluster API and those that do not.

· Applications that support the Cluster API are defined as cluster-aware. These applications can register with the Cluster service to receive status and notification information, and they can use the Cluster API to administer clusters.

· Applications that do not support the Cluster API are defined as cluster-unaware. If cluster-unaware applications meet the TCP/IP and remote-storage criteria, they can still be used in a cluster and often can be configured to fail over. 

In either case, applications that keep significant state information in memory are not the best applications for clustering because information that is not stored on disk is lost at failover.

Cluster application types

Applications that run in a server cluster fall into one of four categories:

· Cluster-unaware applications - these types of applications do not interact with the server cluster at all but can still perform well in it.

· Cluster-aware applications - these types of applications achieve optimal performance by implementing awareness of the cluster environment, allowing them to react to cluster events.

· Cluster management applications - these types of applications, which include Cluster Administrator allow administrators to manage and configure clusters. 

· Custom resource types - resource types provide customized cluster management for applications, services, and devices. 

Server Cluster Benefits

Server clusters provide high availability, scalability, and manageability for resources and applications by clustering multiple servers. The purpose of server clusters is to preserve client access to applications and resources during failures and planned outages. If a cluster server, resource, or application is unavailable due to failure or maintenance, resources and applications migrate to an available server within the cluster.

Server clusters achieve high availability by:

· Failover/Failback. In the event of a failure, failover occurs. Ownership of resources, such as disk drives and IP addresses, is automatically transferred from a failed server to a surviving server. The failed server's workload that is capable of restarting on the surviving server is then restarted. For example, a print queue may be restarted, but an SQL query that was executing when the failure occurred may not restart.

· Failback is the ability to automatically rebalance the workload in a cluster when a failed server comes back online.

Server clusters achieve scalability by:

· Active/Active Clustering. All servers are running their own workload. This means every computer in the cluster is available to do real work, and each computer in the cluster is also available to recover the resources and workload of any other computer in the cluster. There is no need to have a wasted, idle server standing by waiting for a failure. 

Server clusters achieve manageability by:

· Cluster management applications. You use cluster management applications, such as Cluster Administrator, to configure, control, and monitor clusters. You can install Cluster Administrator on any computer running Windows 2000. You can also administer a Windows 2000 server cluster remotely from a computer running Windows NT 4.0 Service Pack 3 or later using the Windows NT Server, Enterprise Edition 4.0, Cluster Administrator tool. Cluster Administrator allows you to manage cluster objects, establish groups, initiate failover, handle maintenance, and monitor cluster activity through a graphical console.

· Rolling Upgrades. Administrators can move all the workload onto one server and perform maintenance or an upgrade on the unloaded server. Once the maintenance or upgrade is completed and tested, the server is brought back online, and it automatically rejoins the cluster. This process can be repeated to perform maintenance or an upgrade on the other server in the cluster.

Note: You can perform a rolling upgrade from Windows NT 4.0 Enterprise Edition to Windows 2000 Advanced Server only if Service Pack 4 or later has been installed. It is recommended that you install the latest released Service Pack.

Multi-Node Clusters

Windows 2000 Advanced Server allows two servers to be connected into a cluster of up to 64 CPUs for higher availability.  Windows 2000 Datacenter Server allows four servers to be connected into a cluster of up to 128 CPUs and supports both ‘any to any’ and cascading failover of resource groups on all 4 nodes.  This technology provides greater uptime for critical enterprise resource planning, data mining and e-commerce applications.

The benefits of four nodes include greater economy, because rather than adding a spare for every server, servers can be gathered into groups, with only one spare being used per group. Another benefit is the ability to support multiple failures. For applications that support Active-Active mode, multiple instances of the application can run on the cluster. Windows 2000 Datacenter supports cascading failure and N+1 failover, so if one node fails, the work is distributed across surviving nodes, even if the second and third nodes of a four-node cluster should fail.

SMTP, NNTP, WINS, Dfs and DHCP support

The clustering service now supports Simple Mail Transfer protocol (SMTP), Network News Transfer protocol (NNTP), Windows Internet Name Service (WINS), Dynamic Host Configuration Protocol (DHCP), and the Distributed File Services (Dfs) as cluster-aware resources which support failover and automatic recovery. A File Share resource can now serve as a Dfs root, or can share its folder subdirectories for efficient management of large numbers of related file shares.

Network failure detection and recovery

The Cluster service is able to detect and isolate network failures. When a network interface enters the Failed state, the Cluster service triggers the failure of all IP Address resources that use that network interface. When an IP address resource fails, the Cluster service treats it like the failure of any other resource.  All resources that depend on the IP Address resource fail, and the Cluster service uses the failover policy that you have set to determine whether or not to fail over the resource group.  The Cluster service does not trigger the failure of IP Address resources when a network interface enters the Unreachable state. If the network interface is in the Unreachable state, the Cluster service has not isolated the network problem enough to implement an appropriate recovery policy. When a network interface enters the Unreachable state, you should investigate the state of the network to determine whether or not you should cause a manual failover of resource groups.

manageability

Trends & Challenges

Administrators today are faced with the challenge of not only delivering an appropriate business computing environment to their user community, but maintaining this environment and keeping the costs associated with it down.  They have to deliver the right applications and environment for the user to do the job and deliver a level of administrative control to ensure that the quality of service and uptime provided for the enterprise as a whole is high.

This is particularly true in the corporate data center where installations demand a highly manageable server - but administration must not detract from uptime or performance.  Anything that can be done on a local console must be able to be done remotely – even if the server is disabled.  Special hardware features for reliability, availability and serviceability must be supported and fully integrated into the enterprise management framework.  Data center managers typically provide application services to large groups of users and are therefore most concerned with overall uptime for applications delivered to users. Because of this focus data center managers tend to be more interested in data integrity, security, and accounting. 


Requirements

Infrastructure to build customized management solutions

Supplied as a standard part of the operating system itself management services act as the management infrastructure, providing a highly scalable foundation upon which sophisticated management tools can be built as well as a base level of common management functions. 

Flexible, easy to use & powerful management tools

Management tools should be able to leverage the management services provided in the operating system to provide core management disciplines.  Larger organizations may need to supplement these base management tools by developing or acquiring more advanced, full function, value-added management solutions for enterprise-wide management of computer systems.  

Support for a broad range of value-add solutions

No single vendor can provide all of the enterprise management tools that a large organization requires.  The operating system should therefore provide the management services to integrate with popular third party management platforms to create true enterprise management solutions.  Traditionally third party developers have had to develop the low-level frameworks necessary to support their respective management tools. This limits the amount of integration possible between solutions, even when umbrella-style management solutions are in use.  Developers and solution providers should be able to concentrate on building management functions, rather than the underlying frameworks, knowing that the necessary infrastructure is freely available within the operating system itself.

Windows 2000 Server Cluster Management Enhancements 

To meet these requirements, and deliver the facilities that data center administrators need to provide this range of services quickly and reliably, Windows 2000 Advanced Server and Datacenter Server offer a superior management infrastructure and a range of easy to use integrated tools.

Cluster Administration Console

The new Microsoft Management Console (MMC) based Cluster Administration console gives administrators a graphical console from which they can monitor and manage all of the resources in a cluster as if it was a single system. The console presents cluster resources by physical server, and by "virtual server" (or "cluster group"). This allows administrators to centrally manage the cluster as a collection of virtual application-oriented servers, or as a collection of physical resources when appropriate. 

Using the familiar standards of a Microsoft Windows graphical user interface, an administrator can use the cluster console to: 

· Audit the status of all servers and applications in the cluster. 

· Set up new applications, file shares, print queues, and so on, for high availability. 

· Administer the recovery policies for applications and resources. 

· Take applications offline, bring them back online, and move them from one server to another.  

The ability to graphically move workload from one server to another with only a momentary pause in service (typically less than a minute) means administrators can easily unload servers for planned maintenance without taking important data and applications offline for long periods of time. An authorized user can run the administration console from any Windows 2000 workstation or Windows 2000 Server on the network. 

Cluster Automation Server

The Cluster Automation Server exposes a set of 32-bit Component Object Model (COM) objects to any scripting language that supports automation, such as Visual Basic or the Windows Script Host (WSH). By enabling object-oriented design and the use of high-level languages, the Cluster Automation Server simplifies the process of creating a cluster management application.

For information on how to write scripts using the Cluster Automation Server, see the Microsoft Platform Software Development Kit (SDK).

Backup APIs

Allows administrators to back up the cluster database (cluster configuration information) as a snapshot of the current cluster configuration and to restore the snapshot of the cluster database obtained from the Backup routine.

Replication APIs

Allows a developer to make applications (or other cluster resources) replicate crypto keys or work with crypto keys in general.

Rolling Upgrades

Two factors complicate the process of upgrading to Windows 2000 Advanced Server on cluster nodes. First, although the nodes are physically distinct, they cooperate to provide services to clients. You cannot make upgrade plans for one node without considering the impact on the other node. Second, you probably use clustering because the cluster nodes provide critical services to your enterprise. Taking those services offline during an operating system upgrade temporarily prevents client access to important information.

You can eliminate the downtime of your cluster services and minimize administrative complexity by performing a rolling upgrade of the operating system. In a rolling upgrade, you sequentially upgrade the operating system on each node, making sure that one node is always available to handle client requests.

Phases of a Rolling Upgrade

A rolling upgrade has four phases. You must have at least two nodes in your cluster to perform a rolling upgrade. In this example, they are named Node 1 and Node 2:

Phase 1: preliminary

Each node runs Windows NT 4.0 Enterprise Edition with the following software:

· Microsoft Clustering Services. 

· Internet Information Services (IIS) version 4. 

· The latest released Service Pack (Service Pack 4 or greater) for Windows NT 4.0 Enterprise Edition. The Service Pack must be applied after installing IIS and Microsoft Cluster Server, even if it was also applied earlier. 

At this point, your cluster is configured so that each node handles client requests (an active/active configuration).

Phase 2: upgrade node 1

Node 1 is paused, and Node 2 handles all cluster resource groups while you upgrade the operating system of Node 1 to Windows 2000 Advanced Server.

Phase 3: upgrade node 2

Node 1 rejoins the cluster. Node 2 is paused and Node 1 handles all cluster resource groups while you upgrade the operating system on Node 2. 

Phase 4: final

Node 2 rejoins the cluster, and you redistribute the resource groups back to the active/active cluster configuration.

There are two major advantages to a rolling upgrade. First, there is a minimal interruption of service to clients. (However, server response time may decrease during the phases in which one node handles the work of the entire cluster.) Second, you do not have to recreate your cluster configuration. The configuration will remain intact during the upgrade process.

Restrictions on rolling upgrades

There are two major restrictions to the rolling-upgrade process. Both restrictions involve the beginning of Phase 3, in which you operate a mixed-version cluster: a cluster in which the nodes run different versions of the operating system. In order for a mixed-version cluster to work, the different versions of the software running on each node must be prepared to communicate with one another. This requirement leads to the two major restrictions on the rolling-upgrade process.

You can perform a rolling upgrade to Windows 2000 Advanced Server only if you start with Windows NT 4.0 Enterprise Edition and have applied Service Pack 4 or later. It is recommended that you use the latest released Service Pack.

Resource behavior during rolling upgrades

Although the Cluster service supports rolling upgrades, not all applications have seamless rolling-upgrade behavior. The following table describes which resources will be supported during a rolling upgrade. 

	Resource
	Support for Rolling Upgrade

	File Share
	Supported during rolling upgrades.

	IP Address
	Supported during rolling upgrades.

	Network Name
	Supported during rolling upgrades.

	Physical Disk
	Supported during rolling upgrades.

	Time Service
	Supported during rolling upgrades.

	Distributed Transaction Coordinator (DTC)
	DTC is a part of Component Services that coordinates two-phase transactions. During the rolling upgrade, DTC will be unavailable while the first node is being upgraded. After that, failover to the second node will not be possible until that node has been upgraded.

	Internet Information Services
	IIS version 4 is supported during rolling upgrades.
IIS version 3, and the IIS Virtual Root resource type (used with IIS version 3 but not version 4) are not supported during rolling upgrades. However, the configuration information for an IIS Virtual Root resource is not lost during an upgrade. To complete the upgrade of an IIS Virtual Root resource, after completing the upgrade of your server, click Start, click Help, click the Search tab, select the Search titles only check box, and then type "create a new resource" (including the double quotation marks). Follow the procedure for creating a new resource. For a resource type, choose IIS Server Instance, and when prompted to choose an IIS server, choose the IP address that was used by your IIS Virtual Root resource. An IIS Server Instance resource will be created, using the configuration information from your IIS Virtual Root resource.

	Message Queuing services
	Primary Enterprise Services, Primary Site Services, and Backup Site Services are not supported during rolling upgrades. All other Message Queuing Services configurations are supported during rolling upgrades.

	Print Spooler
	The only Print Spooler resources supported during a rolling upgrade are those on LPR ports. 

	Other resource types
	See the product documentation that comes with the application or resource.


Performance Monitor

Performance Monitor in Windows 2000 provides disk performance monitoring, which is beneficial for clustering solutions. In a Windows 2000 cluster, disks can now be enabled or disabled “on the fly,” using the Clustering service. In the case of a disk that is online within a node, the Performance Monitor observes the disk activity and performance, so that the disk can be taken off line, for replacement, repair, or other services as needed.

Cluster Application Wizard

The Cluster Application wizard is used to configure applications to run on a cluster. The wizard leads you through all of the steps required to run an application on a cluster, including creating a virtual server to host the application, creating dependencies between resources, setting failover and failback policies, and so forth. The information is required to complete the wizard. 

	Information required
	What it is used for

	IP address
	To create a new virtual server for your application, you need an IP address. You do not need an IP address if your application runs in an existing virtual server.

	Virtual server resource group
	Your clients will access your application through a virtual server: a cluster resource group with an IP address and a network name. Using the wizard, you can create a new resource group for a virtual server, use an existing resource group, or use an existing virtual server.

	Resource type for your application
	You can create a resource to manage your application using the wizard. You need to know the resource type for the resource.

	Application resource name
	If you use the wizard to create a resource for your application, you must name the resource.

	Application resource dependencies
	If the application requires other resources to run, you can create resource dependencies using the wizard.


Plug & Play Network Support

Using the Plug and Play technology built into Windows 2000 Advanced Server, the Cluster service detects the addition and removal of TCP/IP network stacks. For example, the Cluster service can detect the following events:

· Addition or removal of network adapters 

· Binding or unbinding the TCP/IP protocol stack to a network adapter 

· Addition or release of a DHCP-assigned IP address 

When you add a new TCP/IP stack to a computer, the Cluster service adds a network interface object to the cluster. If the network interface is connected to a new network, the Cluster service also adds a new network object to the cluster. You do not need to restart the Cluster service for these changes to take place. The newly created interface and network objects are used only for client communication. They are not used for internal cluster communication unless you manually change their configuration.

Similarly, if a TCP/IP stack is removed, the Cluster service removes the corresponding network interface object from the cluster. If that network interface is the last interface connected to a network, the Cluster service removes the network object from the cluster.

Support for Fibre Channel storage solutions

Windows 2000 now supports Fibre Channel disks just like any other disk connected to a SCSI bus.

Automatic renaming of networks

Windows 2000 automatically ensures that both a server cluster and the Network and Dial-up Connections folder use the same name to reference any individual network interface. For example, if you use any cluster administration tool to rename a cluster network object, Windows 2000 automatically renames the corresponding icon in the Network and Dial-up Connections folder. Similarly, if you rename a network connection icon in the Network and Dial-up Connections folder, Windows 2000 renames the matching cluster network object, if one exists.

Hardware Compatibility

Windows 2000 Advanced Server and Datacenter Server clusters will take advantage of today’s industry-standard PC platforms and existing network technology. The Windows 2000 Server layered driver model will allow Microsoft to quickly add support for special purpose, high-performance clustering technology (such as low-latency interconnects) as hardware vendors bring solutions to market.  The Windows 2000 HCL is an extensive document, representing the enormous commitment Microsoft has made to ensure the quality of software for the Microsoft Windows operating system platforms.  Current information about hardware compatibility can be found at http://www.microsoft.com/hwtest/hcl/
Windows 2000 Workload Management

Job Object

Job object is a new kernel object that can be named and secured. It is used to collect a group of related processes, enabling management and tracking of the process group as a single unit.  Among other key capabilities, Job Objects prevent processes from changing their own limits.  While a given process may be able to alter its own priority and affinity under normal circumstances, that same process cannot do so from within a Job Object.

Job Objects enhance the time and memory limits on system resources.  Thus, you can create Process Control rules that prevent "runaway" processes; that is, processes that consume too much memory or CPU time.  As Job Objects contain processes, they collect statistics on those processes and retain those statistics, even after the processes terminate.  This means that you can view meaningful data about a group of processes, across a series of process executions, or both.  

When designing a server, for example it is often necessary to treat a set of processes as a single group. For instance, a client may request that a server execute some application (which may spawn children of its own) and return the results to the client. Many clients may be connected to this server, therefore it would be useful if the server could somehow place restrictions on what a client can request. This prevents any single client from monopolizing all of the server's resources. These restrictions could come in many forms: maximum CPU time that can be allocated to the client's request, minimum and maximum working set sizes, restricting the client's application from shutting down the computer, security considerations, and so on.

Windows 2000 Job Object enables the monitoring and control of the following:

· Per-process CPU time and Per-job CPU time

· Minimum and maximum working set (memory usage)

· Active Process Count and Priority Class

· CPU Affinity (which CPUs in a multi-processor system can run the processes)

For more detailed information on how to create a job object, associate a process with a job, enforce limits and get basic accounting information on associated processes and manage a process tree that uses job objects go to the following documentation on the Platform SDK.  Microsoft is also working closely with several enterprise system vendors to implement a full range of solutions for workload management and server partitioning. 
Process Control

Process Control, is a new management tool in Windows 2000 Datacenter Server that that uses Job Objects to organize, control and manage the processes on a system along with the resources they use.  For example, Process Control can be used to manage the allocation of critical server resources, including processor affinity, scheduling priority, allowable number of processes, memory use amounts and limits to the amount of CPU time used for a specific workload. 

Using Process Control, administrators can:

· Partition machine resources. 

· Group processes into process groups. 

· Assign processor affinity to processes and process groups. 

· Assign scheduling priority to processes and process groups. 

· Assign working set limits to processes and process groups. 

· Enforce user CPU time and memory limits for process groups. 

· Limit the number of active processes in a process group.  

· Display accumulated process group statistics. 

· Define rules that Process Control applies dynamically. 

Discovery of New Processes

Process Control uses a service, ProcConSvc.exe, to manage processes and process groups. While Process Control includes an MMC Snap-In and a command line utility to interact with the Process Control service, it is the service itself that does the actual work, and must be running on the managed server.

The Process Control service periodically checks or polls the server for new processes. Depending on the Management Scan Interval, (polling rate) and other factors local to the server, there is a delay between the time a process is created and the time Process Control discovers and manages the process. If a process executes faster than the process scan interval, it may go undetected and thus unaffected by a given Process Control rule.

Memory Limits on Process Groups

Process Control lets you define rules that limit the virtual memory consumed inside a process group or by a process group by specifying Committed Memory Limits. Process Control rules with time and count limits terminate the offending process(es). In contrast, rules with memory limits reject requests for memory, but do not automatically terminate the process. How this affects a particular application depends upon the application itself. If the application does not test the results of a failed memory allocation, that application is likely to crash. If a critical memory allocation fails, the application might be required to shut itself down or to skip some important steps. Some applications will react to failed allocations by scaling back their requests and operating correctly using less memory.

The Process Control Mediator

Process Control uses a separate process, a mediator (ProcConMD8.exe), to preserve process groups across service start and stop events. As long as the mediator is running, you can stop, start, and restart the Process Control service without losing Process Control status.

The Process Control Service

The Process Control service runs on each Windows 2000 Datacenter Server you want to manage. The service monitors all processes starting and stopping on the system and applies the rules you have defined. In the case of process groups, the service hands off your rules to Job Objects in the operating system, which in turn enforce those rules.  The MMC Snap-In and Process Control command line interface are used to display and update the active rules on the target system.

serviceability

The Windows 2000 platform offers unparalleled flexibility and choice and significant IT lifecycle cost savings to customers, along with enterprise-class support and services.  Microsoft is working with leading OEMs, ISVs and support partners to meet the stringent requirements of enterprise systems. Highly scalable, available and manageable solutions are comprised of many components encompassing people, processes and technology. And high levels of scalability and availability cannot be achieved without operational excellence, reliable and immediate support, tested and certified hardware/software configurations, and highly trained personnel.

The framework below represents this comprehensive approach to Scalable, Highly Available and Manageable Windows 2000 systems. 


Microsoft tries to take a comprehensive approach to Scalability, High Availability and Manageability. However clearly no single company can provide products and services covering all of these areas, and thus Microsoft works closely with partners to offer well-coordinated comprehensive solutions.  Also no two large organizations are alike. Some require a full range of design and support services, others need assistance on specific projects, still others want Microsoft to work with their main technology service vendor. To meet the diverse needs of large enterprises worldwide, Microsoft delivers tailored consulting services and support to enable them to successfully plan, build, and manage mission-critical systems based on Windows 2000.

Consultancy

Microsoft Consulting Services (MCS) can help large organizations design and build customized systems that ensure maximum return on Microsoft technology investments. With a worldwide force of 2000 consultants including 7 vertical practices, MCS provides strategic planning, sharing of best practices for distributed computing, and project assistance. MCS is not a for-profit business; it charges market rates and reinvests in discounted knowledge transfer to third-party service organizations. 


MCS offers the following services to help enterprise customers plan for the deployment of highly scalable, available and manageable solutions built on Windows 2000 Advanced Server and Datacenter Server:

Data Center Architecture Planning

Careful planning of the logical and physical layout of the Data Center Architecture is Critical. Here, relying on (certified) knowledgeable architects is key in order to have both a highly available starting point, as well as a smooth migration plan as capacity growth is planned and implemented. Using technologies such as load balancing and clustering in the data center can provide great contributions to both availability and scalability. Traditional Data Center concerns such as HVAC, security, power, fire, and other disaster protection are still critical. We even see an explosive growth in companies focusing exclusively on data center facilities management that offer excellent services in this context. 

Tools & Applications Planning

The Microsoft Windows DNA 2000 (Distributed Network Architecture) segments applications into UI, Business Logic, and Data Store. In the Internet context, IE or other Web browsers will most likely represent the UI. Creating applications modules separating business logic from the back-end data allows applications to be spread across a series of servers in the data center allowing for both high availability and scalability. Taking advantage of middleware technologies such as Transaction Processing and Message Queuing adds another level of resiliency. 

Software Platform Planning: Operating Systems and Middleware

Support for hardware based High Availability features (RAID, I2O), clustering, load balancing, and a host of features geared for the Lights-out Operations of Windows 2000-based server farms are but a few. The middleware provided as part of the operating system such as message queuing, Component Object Model (COM+) including transaction monitoring allows the application developer to build highly scalable and reliable applications.

Hardware Platform Planning

Obviously this forms the technical cornerstone of highly available implementations. Several of Microsoft's OEM partners (HP, Compaq, Data General, Unisys) have already announced 99.9% availability. New technologies such as Hot Swappable Compact-PCI may greatly enhance the reliability of hardware configurations. RAID, IO Subsystems, etc. would have the same effect. Microsoft is relying on our existing and emerging partners to innovate in this space, and we're continuously collaborating with these companies.

Training and Certification

People's expertise and training is crucial to maintaining what can be a very sophisticated solution. Working with Microsoft Certified Professionals is an excellent standard to ensure the "people" part of the solution is capable of architecting, deploying and maintaining a highly available offering.

Microsoft Training is available in a variety of ways, with instructor-led classes, online instruction, or self-paced training available at thousands of locations worldwide. 

· Instructor-Led - these classes feature dynamic lectures, fully configured classrooms, practical labs, and supplemental materials that make them the best way for many people to learn quickly and effectively in a classroom environment. 

· Online - learn at your own pace and on your own schedule in a virtual classroom, often with easy access to an online instructor. 

· Academic - the Microsoft Authorized Academic Training Program (AATP) enables approved educational institutions to deliver training on Microsoft technology to their students. 

· Self-Paced - the most flexible, cost-effective way to increase your knowledge and skills. 

· Microsoft Official Curriculum (MOC) - are technical training courses developed exclusively by our Microsoft product groups, to educate computer professionals who develop, support, and implement solutions using Microsoft technology. 

Operational Excellence and Support

Since the makeup of a state of-the-art Data Center will be based on hardware, software, and services from a host of different companies, it is important to take a comprehensive look at product support services from the various vendors. Where possible, these product support offerings should be integrated, and as tailor suited to the specific environment as possible.

Enterprise customers receive the highest level of personalized support from Microsoft. Premier Support and Microsoft Authorized Support are highly flexible offerings combining personal account management, proactive services, regular information flow and fast responsive technical support to ensure issues are resolved quickly and effectively 24 hours a day, 365 days a year. 

Alliance Support for Enterprise Systems

Microsoft Alliance Support is designed to help very large enterprise customers to successfully develop, deploy, and manage enterprise systems built around a broad range of high-quality Microsoft solutions for the server and the desktop. You receive dedicated, personalized account management and technical services; an ongoing relationship with Microsoft at many levels; online resources tailored exclusively to your needs; and fast, expert resolution of technical issues for all Microsoft products any time of the day or night. 

· Account Management - Dedicated, global account management and a close working relationship at all levels ensure that Alliance Support provides the resources that your demanding enterprise requires. 

· Proactive Services - In-depth consulting, advisory and knowledge-transfer services reduce your IT management and support costs by helping to predict and prevent problems before they happen. 

· Alliance Online Support - Microsoft creates an exclusive online resource focused on providing information specific to your in-house support needs. 

· Responsive Services - Expert support for fast, accurate solutions to operational problems provided by designated engineering teams who forge a close working relationship with your in-house support teams. 

Alliance Support for High Availability

The largest and most complex enterprises need the maximum level of support to ensure the highest availability of their mission-critical networks and solutions and the most finely tuned operation of their enterprise-wide business applications. 

Alliance Support for High Availability provides this with a fully personalized service that focuses not only on Microsoft Products but the hardware, and environments in which they are deployed and the systems and operational processes by which they are managed. Microsoft and industry-leading service providers each contribute their strongest skills to provide a one-stop-shop for supporting a customer's complete IT environment built around Microsoft products and technologies. 

Premier Support for the Enterprise

High systems availability and maximum performance come from well-planned and managed systems support. Microsoft Premier Support provides access to the professional services and technical expertise that large enterprises need to help maximize business value and minimize total cost. 

· Account Management to build a persistent relationship, to understand your systems and application business goals, and ensure you meet those goals. 

· Proactive Services to help reduce your exposure to problems, increase system availability and supportability, accelerate your development cycle, and ensure Microsoft products are properly adapted to the environments where they are deployed. 

· Information Services to provide your staff with timely, relevant information that can improve productivity, system reliability, and diagnostic techniques through access to the Premier Online Support Web site, special technical briefings, regular support newsletters, critical problem alerting and a variety of CD-ROM subscriptions. 

· Technical Support to provide fast, accurate solutions to technology issues around the clock. 

Support may be customized from the entry-level service suites through dedicated teams of account managers and technical specialists devoted to a single customer. Each contract may be customized with a range of add-on components including additional proactive services and support incidents. Global contracts for Premier Support can simplify setting up and coordinating support services in multiple countries.

Authorized Premier Support

Microsoft Authorized Premier Support is a family of offerings designed for small and medium-sized businesses and enterprise customers who want to head-off potential problems and increase availability. These offerings go beyond incident-based support through the addition of designated account management, proactive services and online resources. Support is provided by industry-leading Microsoft Certified Support Center partners backed by additional personnel and resources from Microsoft, ensuring that customers get a high level of support delivered in the most cost-effective ways.

Microsoft Certified Support Centers

Microsoft Certified Support Centers (MCSCs) are industry leading, multi-vendor support providers who have a special relationship with Microsoft that helps ensure they deliver high quality technical support for Microsoft products. All MCSCs possess significant industry expertise in many types of environments and can provide your organization with a broad range of life-cycle services and extended capabilities that form an economical and cohesive business solution. 

For the current list of Microsoft Certified Support Centers, go to http://www.microsoft.com/support/mcsc/
Global Alliances

To meet the complex computing needs of enterprise customers with multi-vendor environments, Microsoft forms go-to-market alliances around specific technologies or vertical customer segments. Designed to create comprehensive and value-added product, service, and supply chains, the alliances deliver replicable line-of-business and infrastructure solutions and services optimized for the Microsoft platform.

Microsoft go-to-market alliances extend across the areas of Enterprise Resource Planning, retail, electronic commerce, customer relationship management, knowledge management, and messaging, to name a few. The alliance model gives enterprise customers much greater flexibility to choose the right services from the right providers while maintaining a direct relationship with Microsoft, with comprehensive partner services available for the complete lifecycle of IT service needs.

The list of Microsoft Global Alliance Partners is located at http://www.microsoft.com/enterprise/alliances/Default.htm
how to install windows 2000 Advanced server or Datacenter Server 

Setting up Windows 2000 Advanced Server or Datacenter Server involves either upgrading from your existing Windows NT Server based system or newly installing the operating system.  During setup, the setup program helps you gather information about your computer, install networking, and finish the setup process.  

Checklist

To ensure a successful installation, you should complete the following tasks before you install Windows 2000 Advanced Server or Datacenter Server:

· Review the readme files located at the root of your Windows 2000 CD.

· Make sure your hardware components meet the minimum requirements.

· Obtain Windows 2000-compatible software, such as upgrade packs, new drivers, and so on.

· Determine whether you need to perform an upgrade or a new installation.

· Identify and plan for any advanced Setup needs – cluster interconnect, fibre channel mass storage etc.

Essential Reading

· Read1st.txt - contains critical pre-installation notes vital to the success of your installation. 

· Readme.doc - contains important usage information about hardware, networking, applications and printing.

System Requirements

To ensure adequate performance, make sure that computers on which you will install Windows 2000 Advanced Server or Datacenter Server meet the following requirements:

133-MHz Pentium or higher microprocessor. 

· Eight or fewer processors (Advanced Server)

· Thirty-two or fewer processors (Datacenter Server). 

64 MB RAM minimum, with 256 MB the recommended minimum, and 8 GB maximum (Advanced Server)

128 MB RAM minimum, with 256 MB the recommended minimum, and 64 GB maximum (Datacenter Server)

· A hard disk partition with enough free space to accommodate the Setup process. 

· VGA or higher-resolution monitor, keyboard and mouse or other pointing device. 

For CD-ROM installation:

· A CD-ROM drive (12x or faster recommended) or DVD drive. 

· High-density 3.5-inch disk drive, if you plan to start the computer from the Setup media, and starting the computer from the CD-ROM is not supported by your system. 

For network installation:

· One or more Windows 2000-compatible network adapters and related cables. 

· A server from which to offer network access for the Setup files. 

Windows 2000 Compatibility

Windows 2000 Setup automatically checks your hardware and software and reports any potential conflicts. To ensure a successful installation, however, you should determine whether your computer hardware is compatible with Windows 2000 before you start Setup.  

Hardware Compatibility 

You can view the Hardware Compatibility List (HCL) by opening the Hcl.txt file in the Support folder on the Windows 2000 CD. If your hardware isn't listed, Setup may not be successful. If you have Internet access, you can view the latest HCL on the World Wide Web at: http://www.microsoft.com/hwtest/hcl
Windows 2000 Advanced Server and Datacenter Server supports only those devices listed on the HCL and ‘Gold’ HCL respectively. If your hardware isn't on this list, contact the hardware manufacturer and ask if there's a Windows 2000 driver for the component.  This is particularly important if you are setting up server clustering and have a mass storage controller (such as a SCSI, RAID, or Fibre Channel adapter) for your hard disk array.  In addition, check that you have the latest system BIOS. The device manufacturers can assist you in obtaining these items.

Software Compatibility

For the most recent information on compatible and certified applications for Microsoft Windows 2000, see the Directory of Windows 2000 Applications Web site http://www.microsoft.com/windows/server/deploy/compatible/default.asp This site allows you to search for information on current applications and also on applications specifically designed for Windows 2000.

Best Practices

· Backup existing files - to a disk, a tape drive, or another computer on your network.  How you back up your files depends on your current operating system.  Windows Backup is installed by default in Windows NT 3.51 and Windows NT 4.0. 

· Disable disk mirroring - you can re-enable disk mirroring after completing the installation. 

· Disconnect UPS Devices - Windows 2000 setup attempts to automatically detect devices connected to serial ports; UPS equipment can cause problems with the detection process.

· Specific applications - remove any virus-scanners and third-party network service or client software.

· Stop DHCP and WINS services before upgrading - bring each server database (WINS or DHCP) to a consistent state by stopping the related server service. You can do this by using the Services Control Panel utility or by using the net stop <service> command in a command prompt window.

Using the Windows 2000 Setup Wizard

The Windows 2000 Setup Wizard leads you through the setup process. It gathers information about you and your computer, including regional settings, names, passwords, and so on. The information setup prompts you for the following information: 

· Specify regional options, name, and licensing mode 

· Enter your computer name 

· Set the Administrator account password 

· Choose your components during Setup (optional)

· Set the date and time 

· Allow Windows 2000 Setup to assign or obtain an IP address 

· Specify the workgroup or domain name

Setup then copies the appropriate files to your hard disk, checks the hardware, and configures your installation.  When the installation is complete (Note: Your computer restarts several times during Setup), you're ready to log on to Windows 2000.  For more detailed information about the deployment planning process and automated installation tools, refer to the Windows 2000 Server Deployment Planning Guide, which is part of the Windows 2000 Resource Kit.  

Configuring Windows 2000 Advanced Server or Datacenter Server Components

Once you have successfully installed Windows 2000 Advanced Server or Datacenter Server, you will need to complete the configuration of your system. If you log on with administrator privileges, the Configure Your Server interface appears after log on. 

Figure 5: Windows 2000 Advanced Server Configure Your Server Wizard – Cluster Setup

Configure Your Server provides you with the most common tasks you will want to perform. It will also guide you through the steps to configure your first server. Using Configure Your Server, you can select one component, such as Cluster Services, or several, for example File and Print services. You can also select these components later on, using the Add/Remove Programs icon in Control Panel.

Installation and Upgrading of Cluster Nodes

To install Cluster service while installing Windows 2000:

· On one cluster node only, start Windows 2000 Setup. 

· During Setup, in the Windows 2000 Components dialog box, select the Cluster Service check box. 

· Make sure that the Cluster service is running successfully on the first node before starting an operating system on another node.

To install Cluster service after installing Windows 2000:

· On one cluster node only, allow Windows 2000 Datacenter Server to start. 

· Open Add/Remove Programs in Control Panel. 

· Click Add/Remove Windows Components. 

· If the Components button appears, click it. 

· Use the Windows Components wizard to select and install the Cluster service. 

· Make sure that the Cluster service is running successfully on the first node before starting the operating system on another node.

If you upgrade, Setup automatically installs Windows 2000 Advanced Server or Datacenter Server into the same folder as the currently installed operating system. You can upgrade from the following versions of Windows:

	Type of product purchased
	Products from which you can upgrade

	Windows 2000 Advanced Server,

Retail (full) Product
	Windows NT Server version 3.51 (excluding installations with Citrix software)

Windows NT Server version 4.0 

Windows NT Server 4.0 Terminal Server

Windows NT Server 4.0 Enterprise Edition

Windows 2000 Advanced Server 

	Windows 2000 Advanced Server Upgrade
	Windows NT Server 4.0 Enterprise Edition

Windows 2000 Advanced Server

	Windows 2000 Datacenter Server
	Windows NT Server 4.0 Enterprise Edition

Windows 2000 Advanced Server


Notes:

· If you have Windows NT Server 4.0 Enterprise Edition, you can upgrade to Windows 2000 Advanced Server, but not Windows 2000 Server.

· If you have a version of Windows NT Server earlier than 3.51, you cannot upgrade directly to Windows 2000 Advanced Server from it. You must first upgrade to a version of Windows NT shown in the preceding table.

Rolling Upgrades

Two factors complicate the process of upgrading to Windows 2000 Advanced Server on cluster nodes. First, although the nodes are physically distinct, they cooperate to provide services to clients. You cannot make upgrade plans for one node without considering the impact on the other node. Second, you probably use clustering because the cluster nodes provide critical services to your enterprise. Taking those services offline during an operating system upgrade temporarily prevents client access to important information.

You can eliminate the downtime of your cluster services and minimize administrative complexity by performing a rolling upgrade of the operating system. In a rolling upgrade, you sequentially upgrade the operating system on each node, making sure that one node is always available to handle client requests.

To perform a Rolling Upgrade perform the following:

· In Cluster Administrator, click Node 1. 

· On the File menu, click Pause Node. 

· In the right pane, double-click Active Groups. 

· In the right pane, click a group, and then on the File menu, click Move Group. Repeat this step for each group listed. The services will be interrupted during the time they are being moved and restarted on the other node. After the groups are moved, Node 2 handles all client requests, and Node 1 is idle. 

· Use Windows 2000 Datacenter Server Setup to upgrade Node 1 from Windows NT 4.0 Enterprise Edition (after ensuring that the latest released Service Pack was applied and that it was applied after clustering was installed).  

· Setup detects the earlier version of clustering on Node 1 and automatically installs clustering for Windows 2000 Datacenter Server. Node 1 automatically rejoins the cluster at the end of the upgrade process, but is still paused and does not handle any cluster-related work.

· Perform validation tests on Node 1 to certify that the node is fully functional. 

· In Cluster Administrator, click Node 1 and then click Resume Node. 

· Repeat the preceding steps for Node 2 instead of Node 1.

Installation of Network Load Balancing

· Open Network and Dial-up Connections. 

· Right-click the Local Area Connection on which Network Load Balancing is to be installed, and click Properties. The Local Area Connection Properties dialog box appears. 

· Under Components checked are used by this connection, you see Network Load Balancing. Note that it is listed but not checked. 

· Select the Network Load Balancing check box. 

· Click Properties. The Network Load Balancing Properties dialog box appears. You have three tabs from which to choose: Cluster Parameters, Host Parameters, and Port Rules. The default is Cluster Parameters. 

· Configure cluster operations according to recommended guidelines. 

· After you have finished, click OK. You return to the Local Area Connection Properties dialog box. 

· Click OK again to return to the Local Area Connection Status dialog box. 

· Right-click the Local Area Connection on which Network Load Balancing is to be installed, and click Properties. 

· Click Internet Protocol (TCP/IP), and then click Properties. 

· Set up TCP/IP for Network Load Balancing according to recommended guidelines. 

· Repeat these steps on each host to be used in your Network Load Balancing cluster.

N-tier clustering solutions

N-Tier Distributed Applications

With the reach and rapid application development of the Internet, organizations are looking at developing and deploying applications that run in a Web environment. Web-applications are inherently n-tier or distributed applications. An n-tier application separates the application into three distinct components:

· Presentation - this is the piece of the application that a user interacts with.

· Application logic - this component contains all the business rules and logic associated with the application.

· Data - this is the mechanism that stores and manages the data associated with the application. Usually this is a relational database, but it can also include other storage containers such as a file system. 

Figure 6:  3-tier application architecture

The argument for n-tiered systems is deceptively simple: By partitioning applications cleanly into presentation, application logic and data sections, the result will be enhanced scalability and reliability, a simplified programming model that allows for the reusability of components, and enhanced security and manageability. And, n-tiered approaches map well to a number of important application development challenges. 

Integrated Windows 2000 Clustering for N-Tier Distributed Applications

Windows 2000 Advanced Server and Datacenter Server meet the needs of the overwhelming majority of the enterprise computing marketplace, demonstrating higher scalability and availability through SMP and clustering in a wide variety of database, application, Web and messaging workloads and providing better management through a single point of administration for multiple system resources and tools to organize, control and manage critical server resources.

The Windows 2000 Clustering technologies are designed so that they can be combined into powerful clustering solutions. Figure 7 below shows how Windows 2000 Advanced Server and/or Datacenter Server achieve higher availability by focusing on either removing or managing the major causes of both unplanned downtime and planned downtime. Scalability improvements also allow customers to get more performance from their systems and provide them the flexibility to implement larger solutions on either a single system architecture or multiple distributed multi-tiered systems. Management enhancements let administrators quickly inspect the status of multiple system resources, and easily move workload around onto different servers. This is useful for manual load balancing, and to perform "rolling updates" on servers without taking important data and applications offline.

The following example of a three-tier Internet Web site (an Online Book Store) illustrates how Windows 2000 Clustering technologies in conjunction with SMP and powerful memory management can be used as an integrated system to provide high levels of scalability, availability and manageability.  

Figure 7:  N-tier Windows 2000-based clustering solution

Tier 1: Load Balancing Clusters

Using a Network Load Balancing cluster on the front end will allow any server on the first tier of the three-tier architecture to service client requests. That server will show customers a Web page containing a catalog. Because that catalog is fully replicated on all servers, it does not matter which server presents it to a given customer.  

Tier 2: Component Load Balancing Clusters (a component of Microsoft AppCenter Server)

A component load balancing (CLB) cluster provides application scaling for the online shopping basket. The CLB Router Server chooses the application server that provides the best response time, which is CLB Server 1 in figure 7. Whenever customers select a book, the customers' choices are matched with the suppliers inventory. When customers have completed the request, a transaction object is created, which connects to a database in the third tier of this three-tier application. The customers give their credit card number, and are billed for the book.

Tier 3:  Server Clusters

A server cluster provides high availability as the customers book order transactions are committed to a database sitting on the back end. Built-in clustering services in Windows 2000 Advanaced Server allow two servers to be connected into a cluster of up to 16 CPUs for higher availability and easier manageability of server resources. 

In summary, access to the online book store is load balanced using a Network Load Balancing cluster on the first tier, the business logic of the application runs on a component load balancing cluster (part of Microsoft AppCenter Server) on the second tier, and the billing database and ordering database run on the third tier using a server cluster.

Further, using the job object for process accounting could provide information about how each of the Web sites on Tier 1 utilize CPU resources and using CPU throttling, administrators could limit the amount of CPU processing time the Web application or site could use over a predefined period of time. This ensures that processor time is available to other Web sites or non-Web applications.

List of Windows 2000 advanced server & datacenter server White Papers

Enterprise Servers:  Trends and Directions

This WinHEC 99 white paper looks at the corporate server marketplace and the necessary changes in server architecture that must take place to continue the growth path, which has recently undergone dramatic expansion.

http://whpg/hwdev/NTDRIVERS/entserv.htm
Address Windowing Extensions and Windows 2000 Datacenter Server

This white paper addresses memory space issues in Windows 2000 Datacenter, focusing on the Address Windowing Extensions (AWE) API set, which allows user applications to use physical non-paged memory beyond the 32-bit virtual address space and to have window views to this physical memory from within the application's virtual address space.

http://whpg/hwdev/NTDRIVERS/AWE.htm
High Availability & Scalability with Industry-Standard Hardware

This paper explains Microsoft's vision for enhancing Microsoft 2000 Server, and the Microsoft BackOffice family through clustering to provide greater availability, scalability and manageability. http://www.microsoft.com/ntserver/ntserverenterprise/exec/prodstrat/cluster2.asp
Microsoft Cluster Services Architecture

This paper details the architecture behind 2-node high availability clustering using MSCS.  

http://www.microsoft.com/ntserver/ntserverenterprise/techdetails/prodarch/ClustArchit.asp
Writing Microsoft Clustering Services Resource Dynamic-Link Libraries 

This paper provides a high-level overview of the processes involved in writing well-behaved cluster applications for clustering services. http://www.microsoft.com/ntserver/ntserverenterprise/techdetails/moreinfo/ClustAwareApps.asp
Monitoring reliability and availability of Windows 2000 Servers

This paper describes the tools used to monitor various conditions of the operating system, their metrics, and some of the commonly monitored conditions. http://www.microsoft.com/windows/server/Technical/management/MonitorRel.asp
What We Did to Make Windows 2000 More Reliable and Available

This paper describes improvements, new features, and tools that enhance the reliability and availability of the Microsoft Windows 2000 operating system. 

http://www.microsoft.com/Windows/server/Eval/strategic/RelAvail.asp
The following white papers detail features of Windows NT Server 4.0, but many of the practices and advice can be applied to the load balancing and clustering technologies that have been enhanced in Windows 2000 Advanced Server and Datacenter Server.

Windows NT Load Balancing Service (WLBS) Technical Overview

This paper examines the technical aspects of how WLBS load balances incoming client IP connections across a cluster of up to 32 Windows NT-based servers.

http://www.microsoft.com/ntserver/ntserverenterprise/techdetails/prodarch/wlbs.asp
Deployment Notes for Windows NT Load Balancing Service (WLBS)

This paper is a general outline of deployment scenarios for Windows NT Load Balancing Service (also applicable to NLB in Windows 2000).

http://www.microsoft.com/ntserver/ntserverenterprise/deployment/planguide/wlbsdeploy.asp
Clustering Troubleshooting and Maintenance Guide 

This guide from Microsoft's Product Support Services details proper cluster maintenance and troubleshooting techniques for Microsoft Cluster Service

http://msdn.microsoft.com/library/techart/mscstswp.htm 
Building from Static HTML to High-Performance Web-Farms   

This seminar – shows how to build a no-downtime, scalable, high-performance, multiple server Web-Farm using Microsoft Internet Information Server and Windows NT Load Balancing Services (also applicable to NLB in Windows 2000).

http://www.microsoft.com/Seminar/1033/Building_from_Static/Building_from_Static_HTML.htm
Capacity Planning for High Availability

This paper describes the global view of planning for capacity usage on a system available 99.999% of the time.

http://www.microsoft.com/ISN/whitepapers/capacity_planning_for_ha_921.asp 
Best Practices for End-to-End High Availability

This paper describes the best of the processes and procedures used by our customers to create and maintain their highly available systems.

http://www.microsoft.com/technet/avail/bestprac/bestprac.htm
Planning, Deploying, and Managing Highly Available Solutions

This paper describes planning, deploying and maintaining a highly available system. It also introduces the concept of Service Management, which plays an essential role in the creation, and continuing operation of highly available systems. 

http://www.microsoft.com/technet/avail/overview/default.htm


















































































































Benefits�
�
Enhanced control of the processes on a system.


Better management of the allocation of critical server resources.


Easier to consolidate multiple applications on a single server for lower cost of operations. �
�






























Challenges�
�
A typical outage of a business critical application can cost $10,000 or more per hour, based on averages derived from a Contingency Planning Research, Inc survey of 400 companies, called the Annual Disaster Impact Research.  For financial sector companies, such as banking and brokerage firms, the numbers can be staggering, reaching the millions of dollars per hour.�
�
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Challenges�
�
“By 2000/01 3-tier will be the default pattern for mission-critical (e.g. electronic commerce, enterprise resource management, customer relationship management) client/server applications. As this occurs, high availability and load balancing services provided by the applications middle tier (as well as the DBMS tier) will take on critical importance.  By 20002/03, the robustness of this mid-tier processing complex will be as important to business continuance as current DBMS infrastructure.”





META Group, Application Server Clustering Confusion, April 27th 1999�
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Benefits�
�
Simplified monitoring & control


Better tracking of processes


Prevents services from monopolizing all of a servers resources�
�






Benefits�
�
High availability during planned outages


Simplified administration


Upgrade system resources & applications�
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Benefits�
�
Consistent way to view and manage information


Easy delegation of management tasks to others


Task-based approach to management�
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Benefits�
�
Easier cluster setup


Easier configuration of cluster aware applications


Improved system diagnostics and device driver validation


Better cluster instrumentation and management


Automation of cluster administration tasks 


Enhanced network failure detection and recovery�
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More Information�
�
The Directory of Windows 2000 Applications � HYPERLINK "http://www.microsoft.com/windows/server/deploy/compatible/default.asp" ��http://www.microsoft.com/windows/server/deploy/compatible/default.asp� lists products that will work on the Windows 2000 platform. You can search the directory by company or product name to find applications you're interested in. The product information in this catalog was provided by Independent Software Vendors (ISVs) and by Microsoft application teams. 


The directory classifies applications according to which level of testing they have passed. There are three levels: (1) Certified: the application takes advantage of advances in Windows technology as defined in the Windows 2000 Applications Specification standards; (2) Ready: ISV has tested the application for Windows 2000 compatibility and will provide product support for the application running on the final released version of Windows 2000; and (3) Planned: ISV has committed to testing and delivering a Windows 2000 compatible version of the application and has indicated that the application will meet Ready or Certified level criteria.�
�






Benefits�
�
Exploit benefits of high speed system area networks


Increases the communication bandwidth between applications�
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Benefits�
�
Easy to install & configure


Requires no hardware changes to install and run.


No single points of failure


Scales cost effectively


Scales with commodity hardware�
�













































































































































Benefits�
�
Accesses more memory


Higher performance


No changes to application code required


Scales cost effectively�
�
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Challenges�
�
“The goal of infrastructure, applications and service management has shifted from the monitoring and control of properties of managed objects to assurance of service levels as perceived by the end user…The resulting inability to model the corporate IT architecture as a static stack of semantically autonomous levels requires vendors to integrate the management of networks and distributed systems.  At a minimum it will be necessary to provide a single flexible model embracing networks, systems, middleware, applications and end-user services.”





Giga Information Group, Integrating Network & Systems Management, November 19th 1998�
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Benefits�
�
Exploits new hardware innovations


Better resource management


Scales cost effectively


Scales with commodity hardware�
�
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Challenges�
�
“Scalability, the ability to support very small and very large processing loads, numbers of users and transactions, and amounts of data, is by no means a monolithic, easily measurable characteristic.  Instead there are many kinds of scalability; all influenced by a variety of hardware an software characteristics.  Any combination of these characteristics may be important for a particular application.  





Strictly from a performance perspective, scalability can be accomplished with the following:


Faster, more powerful processors


More processors


Faster buses


More buses


Larger address space, which supports more memory”





Patricia Seybold Group, April 1998
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Challenges�
�
“For systems that are 99% highly available, the 1% downtime would appear to be acceptable. In reality however, that 1% represents roughly 90 hours, or approximately 3 days.  While organizations can often accept this level of unplanned (and in some cases planned) downtime for non-critical data, organizations such as emergency call centers, fund transfer systems and air traffic control require 99.999% annual uptime figures – so that the downtime is equivalent to five minutes per year.”





Giga Information Group: Trends in Cluster Architectures December 30th, 1998.�
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